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Why do we care 
about sea ice? 
Surface energy 
(heat) budget 

<	
  0.1	
  

>	
  0.8	
  

Surface	
  albedo	
  

• High albedo of sea ice 
modifies radiative fluxes 

• Sea ice insulates ocean 
from atmosphere 
influencing turbulent 
heat & moisture 
exchange 



Ice-Ocean Freshwater Exchange 

Why do we care 
about sea ice? 

Hydrological Cycle 

• Salt rejection during ice 
formation leaves sea ice 
relatively fresh (salt flux to 
ocean) 

• Ice melt releases freshwater 
back to the ocean 

• Can modify ocean circulation Courtesy	
  of	
  
Greg	
  Holloway	
  



Contrasting the 
Hemispheres 
 

•  Arctic Ocean surrounded by 

land (thicker ice). 

 

•  Southern Ocean unbounded 

(free drift). 

 

•  Larger seasonal cycle in south. 

 

•  Winter extent set by ocean in 

south and land/ocean in north. 
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• Composed of floes (can freeze to 
form a continuous cover) 

• Typical thickness of meters 
• Riddled with cracks (leads) and 
ridges 

• Complex mosiac of ice types within 
small area	
  



What do we need in a sea ice 
model for climate applications? 

•  Model which simulates a reasonable 
mean state/variability of sea ice 
– Concentration, thickness, mass budgets 

•  Realistically simulates ice-ocean-
atmosphere exchanges of heat and 
moisture 

•  Realistically simulates response to 
climate perturbations - key climate 
feedbacks 
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CESM1 uses the CICE Los Alamos Sea 
Ice Model (Hunke and Lipscomb) 

Full documentation available online 



Sea Ice Models Used in Climate Simulations 
•  Two primary components 

– Dynamics 
•  Solves force balance to determine sea ice motion 

– Thermodynamics 
•  Solves for vertical ice temperature profile  
•  Vertical/lateral melt and growth rates 

•  Some (about 30% of IPCC-AR4, 50% for 
AR5?) models also include 
–  Ice Thickness Distribution 

•  Subgridscale parameterization 
•  Accounts for high spatial heterogeneity in ice 



Dynamics 

NOAA	
  



Sea Ice Model - Dynamics�
•  Force balance between wind stress, water 

stress, internal ice stress, coriolis and stress 
associated with sea surface slope�

•  Ice treated as a continuum with an effective 
large-scale rheology describing the 
relationship between stress and deformation �

•  Ice freely diverges (no tensile strength)�
•  Ice resists convergence and shear�

Coriolis Air 
stress 

Ocean 
stress 

Sea Surface  
Slope 

Internal 
Ice Stress 

(e.g.	
  Hibler,	
  1979)	
  

Total derivative 



Sea Ice Model - Dynamics�
•  Air Stress �

•  Ocean Stress�

Coriolis Air 
stress 

Ocean 
stress 

Sea Surface  
Slope 

Internal 
Ice Stress 

(e.g.	
  Hibler,	
  1979)	
  

Total derivative 

6 Coupling with other climate model components

�⇥ = c� (�a � Tsfc) (1)
Q⇥ = cq (Qa �Qsfc) .

The wind speed has a minimum value of 1 m/s. We have ignored ice motion in u⇥, and Tsfc and Qsfc are
the surface temperature and specific humidity, respectively. The latter is calculated by assuming a saturated
surface, as described in Section 3.5.1.

The exchange coefficients cu, c� and cq are initialized as

�

ln(zref /zice)

and updated during a short iteration, as they depend upon the turbulent scales. Here, zref is a reference
height of 10 m and zice is the roughness length scale for the given sea ice category. ⇥ is constrained to have
magnitude less than 10. Further, defining ⌃ = (1� 16⇥)0.25 and ⌃ ⇥ 1, the “integrated flux profiles” for
momentum and stability in the unstable (⇥ < 0) case are given by

⌥m = 2 ln [0.5(1 + ⌃)] + ln
�
0.5(1 + ⌃2)

⇥
� 2 tan�1 ⌃ +

⇤

2
,

⌥s = 2 ln
�
0.5(1 + ⌃2)

⇥
.

In a departure from the parameterization used in [22], we use profiles for the stable case following [21],

⌥m = ⌥s = � [0.7⇥ + 0.75 (⇥� 14.3) exp (�0.35⇥) + 10.7] .

The coefficients are then updated as

c⌅u =
cu

1 + cu (⇥� ⌥m) /�

c⌅� =
c�

1 + c� (⇥� ⌥s) /�

c⌅q = c⌅�

where ⇥ = ln (z⇤/zref ). The first iteration ends with new turbulent scales from equations (1). After five
iterations the latent and sensible heat flux coefficients are computed, along with the wind stress:

Cl = ⌅a (Lvap + Lice)u⇥cq

Cs = ⌅acpu
⇥c⇥� + 1,

⇧a =
⌅au⇥2Ua

|Ua|
,

where Lvap and Lice are latent heats of vaporization and fusion, ⌅a is the density of air and cp is its specific
heat. Again following [21], we have added a constant to the sensible heat flux coefficient in order to allow
some heat to pass between the atmosphere and the ice surface in stable, calm conditions.

The atmospheric reference temperature T ref
a is computed from Ta and Tsfc using the coefficients cu,

c� and cq. Although the sea ice model does not use this quantity, it is convenient for the ice model to
perform this calculation. The atmospheric reference temperature is returned to the flux coupler as a climate
diagnostic. The same is true for the reference humidity, Qref

a .
Additional details about the latent and sensible heat fluxes and other quantities referred to here can be

found in Section 3.5.1.

2.1 Atmosphere 5

where ai is the sum of fractional ice areas for each category of ice. The ice fraction is used by the flux coupler
to merge fluxes from the ice model with fluxes from the other components. For example, the penetrating
shortwave radiation flux, weighted by ai, is combined with the net shortwave radiation flux through ice-free
leads, weighted by (1 � ai), to obtain the net shortwave flux into the ocean over the entire grid cell. The
flux coupler requires the fluxes to be divided by the total ice area so that the ice and land models are treated
identically (land also may occupy less than 100% of an atmospheric grid cell). These fluxes are “per unit
ice area” rather than “per unit grid cell area.”

In some coupled climate models (for example, recent versions of the U.K. Hadley Centre model) the
surface air temperature and fluxes are computed within the atmosphere model and are passed to CICE. In
this case the logical parameter calc Tsfc in ice therm vertical is set to false. The fields fsurfn (the
net surface heat flux from the atmosphere), flatn (the surface latent heat flux), and fcondtopn (the
conductive flux at the top surface) for each ice thickness category are copied or derived from the input
coupler fluxes and are passed to the thermodynamic driver subroutine, thermo vertical. At the end of the
time step, the surface temperature and effective conductivity (i.e., thermal conductivity divided by thickness)
of the top ice/snow layer in each category are returned to the atmosphere model via the coupler. Since the ice
surface temperature is treated explicitly, the effective conductivity may need to be limited to ensure stability.
As a result, accuracy may be significantly reduced, especially for thin ice or snow layers. A more stable and
accurate procedure would be to compute the temperature profiles for both the atmosphere and ice, together
with the surface fluxes, in a single implicit calculation. This was judged impractical, however, given that the
atmosphere and sea ice models generally exist on different grids and/or processor sets.

2.1 Atmosphere

The wind velocity, specific humidity, air density and potential temperature at the given level height z⇥ are
used to compute transfer coefficients used in formulas for the surface wind stress and turbulent heat fluxes
✏⇥a, Fs, and Fl, as described below. Wind stress is arguably the primary forcing mechanism for the ice
motion, although the ice–ocean stress, Coriolis force, and slope of the ocean surface are also important [41].
The sensible and latent heat fluxes, Fs and Fl, along with shortwave and longwave radiation, Fsw⌅, FL⌅ and
FL⇤, are included in the flux balance that determines the ice or snow surface temperature when calc Tsfc
= true. As described in Section 3.5, these fluxes depend nonlinearly on the ice surface temperature Tsfc . The
balance equation is iterated until convergence, and the resulting fluxes and Tsfc are then passed to the flux
coupler.

The snowfall precipitation rate (provided as liquid water equivalent and converted by the ice model to
snow depth) also contributes to the heat and water mass budgets of the ice layer. Melt ponds generally
form on the ice surface in the Arctic and refreeze later in the fall, reducing the total amount of fresh water
that reaches the ocean and altering the heat budget of the ice; this version includes a simple melt pond
parameterization. Rain and all melted snow end up in the ocean.

Wind stress and transfer coefficients for the turbulent heat fluxes are computed in subroutine
atmo boundary layer following [22]. For clarity, the equations are reproduced here in the present notation.

The wind stress and turbulent heat flux calculation accounts for both stable and unstable atmosphere-ice
boundary layers. Define the “stability”

⇥ =
�gz⇥
u�2

⇥ ��

�a (1 + 0.606Qa)
+

Q�

1/0.606 + Qa

⇤
,

where � is the von Karman constant, g is gravitational acceleration, and u�, �� and Q� are turbulent scales
for velocity, temperature and humidity, respectively:

u� = cu

���✏Ua

���

2.2 Ocean 7

2.2 Ocean

New sea ice forms when the ocean temperature drops below its freezing temperature, Tf = �µS, where S
is the seawater salinity and µ = 0.054 �/psu is the ratio of the freezing temperature of brine to its salinity.
The ocean model performs this calculation; if the freezing/melting potential Ffrzmlt is positive, its value
represents a certain amount of frazil ice that has formed in one or more layers of the ocean and floated to the
surface. (The ocean model assumes that the amount of new ice implied by the freezing potential actually
forms.) In general, this ice is added to the thinnest ice category. The new ice is grown in the open water area
of the grid cell to a specified minimum thickness; if the open water area is nearly zero or if there is more
new ice than will fit into the thinnest ice category, then the new ice is spread over the entire cell.

If Ffrzmlt is negative, it is used to heat already existing ice from below. In particular, the sea surface
temperature and salinity are used to compute an oceanic heat flux Fw (|Fw| ⇤ |Ffrzmlt |) which is applied at
the bottom of the ice. The portion of the melting potential actually used to melt ice is returned to the coupler
in Fhocn . The ocean model adjusts its own heat budget with this quantity, assuming that the rest of the flux
remained in the ocean.

In addition to runoff from rain and melted snow, the fresh water flux Fwater includes ice meltwater
from the top surface and water frozen (a negative flux) or melted at the bottom surface of the ice. This
flux is computed as the net change of fresh water in the ice and snow volume over the coupling time step,
excluding frazil ice formation and newly accumulated snow. Setting the namelist option update ocn f to
true causes frazil ice to be included in the fresh water and salt fluxes.

There is a flux of salt into the ocean under melting conditions, and a (negative) flux when sea water is
freezing. However, melting sea ice ultimately freshens the top ocean layer, since the ocean is much more
saline than the ice. The ice model passes the net flux of salt Fsalt to the flux coupler, based on the net change
in salt for ice in all categories. In the present configuration, ice ref salinity is used for computing
the salt flux, although the ice salinity used in the thermodynamic calculation has differing values in the ice
layers.

A fraction of the incoming shortwave Fsw⇥ penetrates the snow and ice layers and passes into the ocean,
as described in Section 3.5.1.

Many ice models compute the sea surface slope ⇧H� from geostrophic ocean currents provided by an
ocean model or other data source. In our case, the sea surface height H� is a prognostic variable in POP—the
flux coupler can provide the surface slope directly, rather than inferring it from the currents. (The option of
computing it from the currents is provided in subroutine evp prep.) The sea ice model uses the surface layer
currents �Uw to determine the stress between the ocean and the ice, and subsequently the ice velocity �u. This
stress, relative to the ice,

�⌅w = cw⇤w

����Uw � �u
���
⌅⇥

�Uw � �u
⇤

cos � + k̂ ⇥
⇥
�Uw � �u

⇤
sin �

⇧

is then passed to the flux coupler (relative to the ocean) for use by the ocean model. Here, � is the turning
angle between geostrophic and surface currents, cw is the ocean drag coefficient, ⇤w is the density of seawa-
ter (dragw= cw⇤w), and k̂ is the vertical unit vector. The turning angle is necessary if the top ocean model
layers are not able to resolve the Ekman spiral in the boundary layer. If the top layer is sufficiently thin
compared to the typical depth of the Ekman spiral, then � = 0 is a good approximation. Here we assume
that the top layer is thin enough.

3 Model components

The Arctic and Antarctic sea ice packs are mixtures of open water, thin first-year ice, thicker multiyear ice,
and thick pressure ridges. The thermodynamic and dynamic properties of the ice pack depend on how much



Sea Ice Model - Dynamics�

Coriolis Air 
stress 

Ocean 
stress 

Sea Surface  
Slope 

Internal 
Ice Stress 

(e.g.	
  Hibler,	
  1979)	
  

Total derivative 

•  Ice Interaction Term (Internal Ice Stress)�
– Requires a constitutive law to relate ice stress 

(σ) to ice strain rate (ε)�.	
  



Sea Ice Model - Dynamics�
•  Ice Interaction Term (Internal Ice Stress)�

– Requires a constitutive law to relate ice stress 
(σ) to ice strain rate (ε)�

Ice	
  floe	
  side	
  view	
  

Volume	
  conserved	
  so	
  ice	
  
becomes	
  thicker	
  

At first: 

After applying a compressive force, the ice deforms… 

Length	
  L	
  

L+δL	
  

Strain:	
  ε=δL/L	
  	
  
σ	
   σ	
  

Strain	
  Rate:	
  ε=δL/Ldt	
  	
  .	
  

For example – A compressive stress test 

.	
  



Sea Ice Model - Dynamics�
•  Ice Interaction Term (Internal Ice Stress)�
– Use variant of Viscous-Plastic Rheology (Hibler, 1979)  

– Treats ice as a continuum - plastic at normal strain 
rates and viscous at very small strain rates.  

–  Ice has no tensile strength (freely diverges) but resists 
convergence and shear (strength dependent on ice state) 

ANRV332-FL40-05 ARI 10 November 2007 16:6
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Figure 4
Elliptical yield curve for a viscous-plastic rheology. For plastic flow, the stress state lies on the
solid curve with the location determined by the ratio of strain rate principal components; e.g.,
the stress state for pure shear is located at S, pure convergence is at C, and pure divergence is
at O. For very small strain rates, the stress state moves inside the yield curve as illustrated by
the dashed ellipse.

at which plastic behavior occurs effectively negligible, and the viscous-plastic model
does not make a distinction between the plastic strain rate and the total strain rate.

The plastic and viscous behavior can be represented using the standard (reduced)
Reiner-Rivlin form (e.g., Hunter 1983),

σij = 2ηε̇ij + [ζ − η]ε̇kkδij − Pδij/2, (12)

where P/2 is a pressure term. Hibler (1979) chose ζ (ε̇ij; P ) and η(ε̇ij; P ) to depend
on ε̇ij and P in such a way as to ensure that for typical strain rate magnitudes, the
normal plastic flow law applies and the stress state lies on an elliptical yield curve pass-
ing through the origin (so there is no ice stress for pure divergence) (see Figure 4).
The general shape of the yield curve was chosen to agree with the expected be-
havior of sea ice (namely that it should be weak in tension, strong in shear, and
strongest in compression) and to satisfy the requirements of continuum mechan-
ics (namely that it should not be concave and should be symmetric about the σI

axis). The particular choice of an elliptical yield curve, however, was solely made for
mathematical convenience because this allowed ζ and η to be expressed in closed
form:

ζ = P/2&, η = ζ/e2, (13)

where

& =
[(

ε̇2
11 + ε̇2

22
)

(1 + e−2) + 4e−2ε̇2
12 + 2ε̇11ε̇22(1 − e−2)

]1/2
, (14)

and e is the yield curve eccentricity. Hibler defined upper bounds on ζ and η, depen-
dent on the ice strength P , which are reached at small strain rates (creep) and cause the
stress state to lie on a concentric ellipse inside the yield curve, as in Figure 4. In prac-
tice, these upper values are chosen to be large enough that they do not significantly
affect the calculations of ice motion.
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EVP model uses explicit 
time stepping by adding 
elastic waves to 
constitutive law (Hunke 
and Dukowicz, 1997) 

As shown in Feltham, 2008 Elastic-Viscous-Plastic Model 
“Failure	
  Stress”	
  

Elip[cal	
  Yield	
  Curve	
  	
  



Simulated Force Balance Air Stress 

Water Stress 

Internal Ice Stress 

• Air stress 
largely 
balanced by 
ocean stress. 

• Internal ice 
stress has 
smaller role 

• In Antarctic 
ice in nearly 
free drift - 
weak ice 
interaction 
term 
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Thermodynamics 

Windows	
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Thermodynamics 
Vertical heat transfer 

(from Light, Maykut, Grenfell, 2003) 
(Maykut and Untersteiner, 1971; Bitz and Lipscomb, 1999; others) 

•  Assume brine pockets are in 
thermal equilibrium with ice 

•  Heat capacity and conductivity are 
functions of T/S of ice 

•  Assume constant salinity profile 

•  Assume non-varying density 

•  Assume pockets/channels are brine 
filled 

•  Traditionally:  

Thermodynamics 
Vertical heat transfer 

(from Light, Maykut, Grenfell, 2003) 
(Maykut and Untersteiner, 1971; Bitz and Lipscomb, 1999; others) 

•! Assume brine pockets are in 
thermal equilibrium with ice 

•!Heat capacity and conductivity 
are functions of T/S of ice 

•! Assume constant salinity profile 

•! Assume non-varying density 

•! Assume pockets/channels are 
brine filled 
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Thermodynamics 
Vertical heat transfer 

(from Light, Maykut, Grenfell, 2003) 
(Maykut and Untersteiner, 1971; Bitz and Lipscomb, 1999; others) 
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Enthalpy:  
Heat required to melt a unit of ice 

How much heat is needed to warm ice from T to T’?

Q(S, T, T⇥) =

⇤ T⇥

T
⇥c dT

Q(S, T, T⇥) = ⇥co(T
⇥ � T) � ⇥LoµS

�
1

T⇥ �
1

T

⇥

If we set T ⇥ equal to the melting temperature (Tm = �µS) we get the
“Energy of melting” or “Enthalpy”

q(S, T) = ⇥co(�µS � T) + ⇥Lo

�
1 +

µS

T

⇥

Heat Equation used to find temperature T

⌅c
⌃T

⌃t
=

⌃

⌃z
k
⌃T

⌃z
+ ⇥I0e

�⇥z,

Untersteiner (1961) suggested the heat capacity of sea ice is

c(T, S) = co +
�S

T2

where T is in Celsius,

� = Loµ and Tm = �µS

Untersteiner,	
  1961	
  



Sea ice thermodynamics 

Vertical heat transfer 
(conduction, SW absorption) 

Focn	
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Sea ice thermodynamics 

Vertical heat transfer 
(conduction, SW absorption) 
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Thermodynamics 
Vertical heat transfer 

(from Light, Maykut, Grenfell, 2003) 
(Maykut and Untersteiner, 1971; Bitz and Lipscomb, 1999; others) 

•! Assume brine pockets are in 
thermal equilibrium with ice 

•!Heat capacity and conductivity 
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Albedo 

Often the parameterized sea ice albedo 
depends on characteristics of surface 

state (snow, temp, ponding, hi).  

(Perovich et al., 2002) 

Surface albedo accounts for fraction 
of gridcell covered by ice vs open ocean 

(Perovich	
  et	
  al.,	
  2002)	
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New Solar Radiation 
parameterization 

  

Better physics: 
•  makes use of inherent 

optical properties to 
define scattering and 
absorption of snow, sea 
ice and included 
absorbers  

More flexible 
• Explicitly allows for 
included absorbers in 
sea ice 
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•  New radiative transfer 
allows (requires) a pond 
parameterization 

•  Only influences radiation 
•  Pond volume depends on 

surface meltwater, assuming 
a runoff fraction 
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Aerosol deposition and cycling 
•  Aerosol deposition and 

cycling now included. 
•  Account for black carbon and 

dust aerosols 
•  These are deposited from 

the atmosphere and modified 
by melt and transport 
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To represent high spatial heterogeneity of sea ice 
Schematic of model representation with five ice “categories” 

hs	
  

Fe+Fs	
  

Net	
  FL	
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α Fr	
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A	
  

A=fractional coverage of a category 

Ice Thickness Distribution 
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Ice Thickness Distribution 
Ice thickness distribution g(x,y,h,t) evolution equation 

from Thorndike et al. (1975) 

A PDF of ice thickness h 
in a region, such as a grid 
cell. 0 ≤ Σg ≤ 1 

g(h)dh is the fractional area covered by ice of thickness h to h+dh 

Ice Growth Lateral Melt Convergence Mechanical 
Redistribution 



Ψ =	
  Mechanical	
  redistribu[on	
  

Converging hypothetical floes
Transfers ice from thin part of distribution to thicker categories 



Ice growth: 
Growing hypothetical sea ice floes

Ice Floe

Ice growth
Ice Floe



Schramm	
  et	
  al.,	
  1997	
  

Influence of including an Ice Thickness Distribution 

Enhanced	
  
Growth	
   Mul[-­‐Year	
  

Ice	
  

Change in Ice Thickness 
(ITD-1CAT) 

Coupled	
  Runs	
  
SOM	
  Runs	
  

(Holland	
  et	
  al.,	
  2006)	
  

Change in SAT 
(ITD-1CAT) 

Coupled	
  Runs	
  
SOM	
  Runs	
  



State variables for each category: 
 
     A, Vi, Vs, Ei(z), Es(z), Tsurf, melt pond 
state, aerosol contents (z), etc. 

A = category area per unit gridcell area (or fractional 
coverage) 
V = hA  is the category volume per unit gridcell area 
E = Vq is the category enthalpy per unit gridcell area 
 
V and E are preferred as state variables because they 
are conserved quantities (rather than T). 



Would make so many state variables prohibitive, if 
it weren’t for remapping by Lipscomb and Hunke 
2004.  

Conserved quantities 
are remapped from 
the shaded “departure 
region”, which is 
computed from 
backward trajectories 
of the ice motion 
field. 

Advection 



Science Highlights 

•  How well does the model actually 

simulate the sea ice cover? 

•  What does the model say about the 

future of sea ice? 

•  Northern versus Southern Hemisphere? 



CCSM4/CESM1 Simulation of Arctic sea ice cover 

Neale	
  et	
  al.	
  in	
  prepara[on	
  
Fig. 5. Histogram of the sea-ice thickness [m] distribution in the Arctic Ocean for (a) spring
(February/March) and (b) fall (October/November), normalized by the fraction of the total
ice area covered by sea ice of a certain thickness. The ICESat data (Kwok et al. 2009) is
shown in gray shading and shows averages over 2004–2007 for the spring data and 2003–2008
for the fall data (as in Fig. 4). The CCSM4 ensemble mean grid-cell averaged ice thickness
is shown as solid black line for for 2001–2005 and as dashed black line for 1981–1985. As the
ICESat data does not cover the entire sea ice covered region in the Northern Hemisphere,
especially in spring (see Fig. 4), the Barents Sea, the CAA, and Baffin and Hudson Bay have
here been masked in the model data to mimic the coverage of the ICESat data.

55
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Simula[on	
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  Arc[c	
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CCSM4.	
  J.	
  Climate,	
  25,	
  1431–1452.	
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CCSM4	
  21st	
  Arc[c	
  Ice	
  Loss	
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CCSM4/CESM1 Simulation of Antarctic sea ice 

From	
  Landrum	
  et	
  al.	
  2012	
  

! C"!

 
 
Figure 8. Wintertime (JAS) SIC (a) EOF1 (b) EOF2, c) PC power spectra (gray lines indicate 
95% confidence level) and d) correlation of PC1 and PC2.  PC1 leads PC2 in the correlation. The 
black contours in panels (a) and (b) show the corresponding EOFs from observed SIC (Comiso, 
1990, updated). 



Summary 
•  CESM1 uses the Los Alamos CICE model  
•  This includes:  

–  EVP dynamics, 

–  thermodynamics that account for brine inclusions, 

–  and a subgridscale ice thickness distribution. 

•  CCSM4 and CESM1 simulate very good Arctic 
sea ice overall.  

•  CCSM4 Antarctic sea ice is too extensive but 
variability in ice concentration looks realistic. 
CESM1 Antarctic sea ice is greatly improved. 



Where are we heading? 

•  Prognostic salinity 
•  Biogeochemistry (Iron, Isotopes, Algae) 
•  More sophisticated melt pond modeling 
•  Snow model improvements  
•  Improved ice-ocean coupling 

Much of this work is being done by collaborators at DOE 
Labs (primarily LANL) and Universities. 



Questions? 



Simulated Ice 
Thickness 

Climatology 
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Thickness 
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across models 

Differences in 
mean and 

distribution 

Largest inter-
model scatter 

is in the 
Barents Sea 

region 

Ensemble	
  Mean	
   Standard	
  Devia[on	
  

3.0	
  2.0	
  1.0	
   m	
  0.0	
  



•  Equilibrium Ice Thickness Reached when 
–  Ice growth is balanced by ice melt + ice divergence 
–  Illustrative to consider how different models achieve 

this balance and how mass budgets change over time 

Ice volume 
change�

Thermodynamic 
source�

Divergence�

Assessing Sea Ice Mass Budgets�

Climate model archive of monthly averaged 
ice thickness and velocity�

Assess Arctic ice volume, transport through 
Arctic straits, and solve for ice growth/melt 
as residual �

Fram 
Strait 

CAA 

Barents 
Sea 

Bering 
Strait 

North 
America 

Eurasia 

Holland	
  et	
  al.,	
  2010	
  



Sea ice loss is modified by climate feedbacks 

•  Fundamental sea ice thermodynamics gives rise to a 
number of important feedbacks 

Sea ice thermodynamics 

Vertical heat transfer 
(conduction, SW absorption) 
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Balance of fluxes at ice base 
Surface albedo changes modify SW 
absorption in ice and ocean heat flux 
Ice loss lowers albedo – positive feedback 



Ice mass budgets affected by climate feedbacks 

•  Fundamental sea ice thermodynamics gives rise to a 
number of important feedbacks 

Sea ice thermodynamics 

Vertical heat transfer 
(conduction, SW absorption) 
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Balance of fluxes at ice base 
Heat conduction related to vertical 

temperature gradient 
Causes ice growth to vary as 1/h  
Has a stabilizing effect on ice thickness 

since thin ice grows more rapidly 



Evidence that model parameterizations influence feedback strength 
Enhanced albedo feedback in ITD run 

Larger albedo change per temperature change for thinner initial ice  
With ITD have larger a change for ice with same initial thickness 
Suggests surface albedo feedback enhanced in ITD run 

ITD (5 cat) 
1 cat. 

1cat tuned 

Holland et al., 2006 



Model parameterizations modify ice growth rate 
feedback 

For ice of the same mean thickness, 
•  The ITD has fewer locations with increased ice growth.  

•  This suggests a reduced negative feedback on ice thickness 

5 category	


1 category	


1cat tuned	





Challenges in Modeling Sea Ice in a Changing 
Environment 

•  So, is it all hopeless? 
•  Recent studies providing insight on what is 

needed if we are to accurately simulate sea ice 
change: 
–  present day ice conditions, including extent and the 

spatial distribution of ice thickness;  
–  the evolving surface energy budget 

•  To achieve this involves numerous and interacting 
factors across the coupled ice-ocean-atmosphere 
system 

•  Models are continuously improving and have provided 
considerable insight into the functioning of sea ice 
and its role in the climate system 



Sea	
  Ice	
  Dynamics	
  in	
  climate	
  models	
  

Past	
  ad	
  hoc	
  method	
  was	
  to	
  stop	
  ice	
  from	
  moving	
  at	
  a	
  cri[cal	
  thickness,	
  
some[mes	
  called	
  stoppage.	
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Heat Equation used to find temperature T

⌅c
⌃T

⌃t
=

⌃

⌃z
k
⌃T

⌃z
+ ⇥I0e

�⇥z,

Untersteiner (1961) suggested the heat capacity of sea ice is

c(T, S) = co +
�S

T2

where T is in Celsius,

� = Loµ and Tm = �µS



Ice Thickness Distribution 

Evolution depends on: Ice growth, lateral melt, ice divergence, and mechanical 
redistribution (riding/rafting) 

(Thorndike et al., 1975) 
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