
Ocean Modeling II


Parameterized Physics




Steve Yeager

Oceanography Section


Climate and Global Dynamics Division

National Center for Atmospheric Research


	  
NCAR is sponsored by the National Science Foundation




LO-‐RES	  (3o)	  
O(100+	  years/day)	  

WORKHORSE	  (1o)	  
O(10-‐100	  years/day)	  

HI-‐RES	  (0.1o)	  
O(1	  year/day)	  

Ocean Modelling Challenges


Circumference	  of	  Earth	  
~4x105	  km	  

Horizontal	  	  



3-D primitive equations in spherical polar coordinates 
with vertical z-coordinate for a thin, stratified fluid 
using hydrostatic & Boussinesq approx (Smith et al. 
2010):


MODEL EQUATIONS


CHAPTER 2. PRIMITIVE EQUATIONS 7

Continuity equation:
L(1) = 0 (2.8)

Hydrostatic equation:
∂p

∂z
= −ρg (2.9)

Equation of state:
ρ = ρ(Θ, S, p) → ρ(Θ, S, z) (2.10)

Tracer transport :
∂

∂t
ϕ+ L(ϕ) = DH(ϕ) + DV (ϕ) (2.11)

DH(ϕ) = AH∇2ϕ (2.12)

DV (ϕ) =
∂

∂z
κ
∂

∂z
ϕ, (2.13)

where λ, φ, z = r−a are longitude, latitude, and depth relative to mean sea
level r = a; g is the acceleration due to gravity, f = 2Ω sinφ is the Coriolis
parameter, and ρ

0
is the background density of seawater. The prognostic

variables in these equations are the eastward and northward velocity com-
ponents (u, v), the vertical velocity w, the pressure p, the density ρ, and
the potential temperature Θ and salinity S. In (2.11) ϕ represents Θ, S
or a passive tracer. The pressure dependence of the equation of state is
usually approximated to be a function of depth only (see Sec. 8.1). AH and
AM are the coefficients (here assumed to be spatially constant) for horizon-
tal diffusion and viscosity, respectively, and κ and µ are the corresponding
vertical mixing coefficients which typically depend on the local state and
mixing parameterization (see Chapter 7). The third terms on the left-hand
side in (2.1) and (2.2) are metric terms due to the convective derivatives
in du/dt acting on the unit vectors in the λ, φ directions, and the second
and third terms in brackets in (2.4) and (2.5) ensure that no stresses are
generated due to solid-body rotation (Williams, 1972). The forcing terms
due to wind stress and heat and fresh water fluxes are applied as surface
boundary conditions to the friction and diffusive terms FV and DV . The
bottom and lateral boundary conditions applied in POP (and in most other
Bryan-Cox models) are no-flux for tracers (zero tracer gradient normal to
boundaries) and no-slip for velocities (both components of velocity zero on
bottom and lateral boundaries).

To derive the primitive equations in general coordinates, consider the
transformation from Cartesian coordinates (ξ1, ξ2, ξ3 with origin at the
center of the Earth) to general horizontal coordinates (qx, qy, z), where
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“The art of parameterization is to 
augment the resolved dynamics…with 
mathematical operators that accomplish 
the necessary physical effects by 
unresolved SGS processes, all of which 
involve turbulence…”


McWilliams, 1998, “Oceanic General Circulation 
Models”, Ocean Modelling and Parameterization, 
NATO Science Series. 
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“The most common parameterization 
hypothesis about turbulent processes is 
that they mix material properties, 
hence the most common operator form 
is eddy diffusion (e.g. by spatial 
Laplacians) with an eddy diffusivity as 
the free parameter.”


McWilliams, 1998, “Oceanic General Circulation 
Models”, Ocean Modelling and Parameterization, 
NATO Science Series. 
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“…a good parameterization is…as simple 
as possible, with as few free 
parameters as possible, consistent with 
achieving both the hypothesized effect 
and a significant impact on the 
solution.”


McWilliams, 1998, “Oceanic General Circulation 
Models”, Ocean Modelling and Parameterization, 
NATO Science Series. 




PARAMETERIZATIONS IN CESM1 POP2 
 
•  Vertical mixing (momentum and tracers) 
    - surface boundary layer, 
    - interior  
•  Horizontal viscosity (momentum) 
•  Lateral mixing / mesoscale eddies (tracers) 
•  Overflows 

•  Submesoscale eddies (tracers) 
•  Diurnal cycle for short-wave heat flux 
•  Solar absorption 
•  Langmuir circulation 
•  Near-inertial wave mixing 
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Sub-grid scale (SGS) Closure


•  Consider some hydrodynamic variable (e.g. v)  decomposed into large-scale 
(long-period) and small-scale (short-period) components, using some averaging 
operator      :


v = v + ′v

( ⋅ )

= (resolved flow) + (unresolved SGS eddy perturbation)




	  
	  
	  

•  Consider a Navier-Stokes-like nonlinear system and attempt to construct the 
evolution equation for large-scale flow:


du
dt

+ uu + ru = 0

du
dt

+ uu + ru = 0⎛
⎝⎜

⎞
⎠⎟

du
dt

+ uu + ru = 0

•  Therefore, evolution of first-order moments (    ) depends on second-order 
moments (       , “Reynolds stresses”).  An evolution equation for second-order 
moments can be written, but it will depend on third-order moments (         ), 
etc.


•  A “first-order closure” for the large-scale flow (    ) parameterizes the 
second-order moments in terms of large-scale fields, e.g.: 


uu = (u + ′u )(u + ′u )

= u ⋅u + ′u ′u
u

′u ′u
′u ′u ′u

u

′u ′u = −κ ∂u
∂x

“Reynolds decomposition” 



VERTICAL MIXING SCHEME: 
K-PROFILE PARAMETERIZATION (KPP) 

•  Unresolved turbulent vertical mixing due to PBL eddies parameterized as a 
vertical diffusion. 

•  Guided by extensive study/observations of ABL, applied to OBL


•  



    where Kx represents an “eddy diffusivity” or “eddy viscosity”

      and X = { active/passive scalars or momentum }


∂t X = −∂z ′w ′X ′w ′X = −Kx ∂zX
parameterize 

OCEANIC VERTICAL MIXING: A REVIEW AND A MODEL 
WITH A NONLOCAL BOUNDARY LAYER 
PARAMETERIZATION 

W. G. Large 
J. C. McWilliams 
S. C. Doney 
National Center for Atmospheric Research 
Boulder, Colorado 

Abstract. If model parameterizations of unresolved 
physics, such as the variety of upper ocean mixing 
processes, are to hold over the large range of time and 
space scales of importance to climate, they must be 
strongly physically based. Observations, theories, and 
models of oceanic vertical mixing are surveyed. Two 
distinct regimes are identified: ocean mixing in the 
boundary layer near the surface under a variety of 
surface forcing conditions (stabilizing, destabilizing, 
and wind driven), and mixing in the ocean interior due 
to internal waves, shear instability, and double diffu- 
sion (arising from the different molecular diffusion 
rates of heat and salt). Mixing schemes commonly 
applied to the upper ocean are shown not to contain 
some potentially important boundary layer physics. 
Therefore a new parameterization of oceanic bound- 
ary layer mixing is developed to accommodate some of 
this physics. It includes a scheme for determining the 
boundary layer depth h, where the turbulent contribu- 
tion to the vertical shear of a bulk Richardson number 
is parameterized. Expressions for diffusivity and non- 
local transport throughout the boundary layer are 
given. The diffusivity is formulated to agree with sim- 
ilarity theory of turbulence in the surface layer and is 
subject to the conditions that both it and its vertical 
gradient match the interior values at h. This nonlocal 
"K profile parameterization" (KPP) is then verified 
and compared to alternatives, including its atmo- 
spheric counterparts. Its most important feature is 

shown to be the capability of the boundary layer to 
penetrate well into a stable thermocline in both con- 
vective and wind-driven situations. The diffusivities of 
the aforementioned three interior mixing processes are 
modeled as constants, functions of a gradient Richard- 
son number (a measure of the relative importance of 
stratification to destabilizing shear), and functions of 
the double-diffusion density ratio, R v. Oceanic simu- 
lations of convective penetration, wind deepening, and 
diurnal cycling are used to determine appropriate val- 
ues for various model parameters as weak functions of 
vertical resolution. Annual cycle simulations at ocean 
weather station Papa for 1961 and 1969-1974 are used 
to test the complete suite of parameterizations. Model 
and observed temperatures at all depths are shown to 
agree very well into September, after which system- 
atic advective cooling in the ocean produces expected 
differences. It is argued that this cooling and a steady 
salt advection into the model are needed to balance the 
net annual surface heating and freshwater input. With 
these advections, good multiyear simulations of tem- 
perature and salinity can be achieved. These results 
and KPP simulations of the diurnal cycle at the Long- 
Term Upper Ocean Study (LOTUS) site are compared 
with the results of other models. It is demonstrated 
that the KPP model exchanges properties between the 
mixed layer and thermocline in a manner consistent 
with observations, and at least as well or better than 
alternatives. 

1. INTRODUCTION 

A major challenge in the creation of Earth system 
models is the development of improved submodels of 
all its components, including the ocean. Recent expe- 
riences with coupled atmosphere-ocean models dem- 
onstrate that extensive and pervasive difficulties arise 
because of a mismatch in the equilibrium surface heat 
flux of each model individually. To avoid the resulting 
climate drift, flux corrections are often applied [Sau- 

sen et al., 1988]. A demanding, but physically more 
attractive alternative is model improvement. A critical 
requirement for an ocean submodel is that it simulate 
the annual cycle of sea surface temperature (SST) 
globally, since SST is the most important ocean prop- 
erty governing the exchange of energy between the 
ocean and atmosphere. The SST represents a balance 
among many processes, including air-sea exchange, 
oceanic transport, and vertical mixing. The latter must 
be parameterized because the processes involve small 
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Figure 1. Relative buoyancy (solid trace, bottom scale) and 
buoyancy flux (dashed trace, top scale) profiles after 3.0 
days of convective deepening into an initially uniformly 
stratified water column of OzT = 0.1øC m -1, N = 0.016 s -1, 
under the action of a steady cooling, Q t = -100 W m -2. 
Axes have been normalized with a boundary layer depth, h 
= 13.6 m and a surface buoyancy flux, wbo - 6.3 x 10- 8 
m 2 s -3. Also shown are the entrainment depth, he, and the 
mixed layer depth, h,n. 

properties and gradients, local fluxes depend on 
boundary layer parameters such as the surface fluxes 
and h. Important characteristics of nonlocal behavior 
are the coherent structures that can be detected in 
PBLs [Mahr! and Gibson, 1992]. Coherent structures 
identified in the turbulent ABL include buoyant verti- 
cal plumes, convergence lines, sweeps, microbursts, 
horizontal roll vortices, mesoscale cellular convective 
elements, Kelvin-Helmholtz waves, and internal grav- 
ity waves. Most of these structures are described by 
Stull [1988]. After surface and internal gravity waves, 
the most important coherent structures in the OBL are 
thought to be Langmuir cells [Weller and Price, 1988]. 
These are near-surface, counterrotating vortices with 
horizontal axes that are nearly aligned with the mean 
wind. Their dynamics are not well understood, but in 
the model of Craik and Leibovich [1976] they are 
generated by the interaction between the surface grav- 
ity wave induced current (Stokes drift) and the wind- 
driven current. It is uncertain what role Langmuir 

upward buoyancy flux • > 0 in locally stable or 
neutral regions where the mean buoyancy increases or 
remains constant with height. In general, such fluxes 
can be present with any gradient, so nonlocal transport 
[Holtslag and Boville, 1993] is a more general term 
that also applies to passive scalar transports. This 
feature of convection is generally observed throughout 
the central 50% or more of both atmospheric and 
laboratory boundary layers [Deardorff, 1966] and of 
LES experiments [Deardorff, 1972b; Holtslag and 
Moeng, 1991]. In Figure 1 it dominates the region 0.35 
< d/h < 0.80. Different theoretical considerations 
lead to the same result, namely, that the heat flux 
should have a nonlocal convective transport in addi- 
tion to the familiar local downgradient component. 
Theoretical expressions for the countergradient heat 
flux have been derived from the turbulent evolution 
equation for 0tw0. Deardorff[ 1972b] finds that it arises 
from the buoyant production term, while Holtslag and 
Moeng [1991] find the turbulent transport term respon- 
sible. Holtslag and Moeng [1991] use LES data to 
evaluate both these possibilities and find that both give 
similar nonlocal behavior throughout the central re- 
gion of the boundary layer despite the differing phys- 
ics. 

Wyngaard and Brost [1984] suggest that another 
fundamental property of convective boundary layers is 
that the vertical diffusivity profile for passive scalars is 
radically different depending on whether the property 
fluxes are driven by entrainment or surface fluxes. 
Because they were considering the ABL, entrainment- 
driven diffusion was termed "top-down" and the more 
familiar surface-driven diffusion was termed "bottom- 
up." Furthermore, they attribute this peculiar behav- 
ior to vertical asymmetry. An observed characteristic 
of this asymmetry is that buoyant plumes are horizon- 
tally narrower and have larger vertical velocities than 
the more diffuse return flows. Wyngaard and Brost 
[1984] present LES results that confirm that entrain- 
ment-driven diffusivities are significantly smaller than 
surface-driven diffusivities. An important implication 
is that a single diffusivity defined for the total process 
may be ill behaved but that the two processes can be 
parameterized separately and later superimposed. 
However, Holtslag and Moeng [1991] use the LES 
data of Moeng and Wyngaard [1989] and obtain well- 
behaved expressions by incorporating a nonlocal 
transport term in the flux parameterizations. Entrain- 
ment-driven diffusion may be very important in the 

ci_r•ulatipn phys_in thepc•.an, but We!!er_et aL_[!984] ...... ocean,_. where it_.is__the_ prin_cipa!___sourc_.e.gf_. sglt and 
suggest that it could be an important factor in trans- 
porting properties that are not uniformly distributed 
within the mixed layer. 

Figure 1 illustrates expected profiles of buoyancy 
and buoyancy flux in a convective oceanic boundary 
layer. One manifestation of nonlocal behavior found in 
such boundary layers is what is traditionally termed 
countergradient heat flux. This flux is characterized by 

nutrients to the OBL. 
In the case of a purely convective boundary layer, 

u* = 0 and Bf < 0, eroding into a region of stable 
stratification (Figure 1), the entrainment depth he, 
where the negative buoyancy flux is maximum, is less 
than the boundary layer depth h. The mixed layer 
depth hm can depend a great deal on definition [Lukas 
and Lindstrom, 1991]. Here it is arbitrarily taken as 

VERTICAL MIXING SCHEME: 
K-PROFILE PARAMETERIZATION (KPP) 

•  KPP is non-local:   
 ′w ′X = −Kx (∂z X -  γ x )

“non-local transport” or 
“countergradient” term for scalars


Diffusivity throughout BL depends 
on surface forcing, depth of BL, 
and interior diffusivity 


•  KPP involves three high-level steps:

1. Determination of boundary layer (BL) depth:  h

2. Calculation of interior diffusivities:  νx   

3. Evaluation of boundary layer (BL) diffusivities:  Kx
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stratified water column of OzT = 0.1øC m -1, N = 0.016 s -1, 
under the action of a steady cooling, Q t = -100 W m -2. 
Axes have been normalized with a boundary layer depth, h 
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m 2 s -3. Also shown are the entrainment depth, he, and the 
mixed layer depth, h,n. 

properties and gradients, local fluxes depend on 
boundary layer parameters such as the surface fluxes 
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from the buoyant production term, while Holtslag and 
Moeng [1991] find the turbulent transport term respon- 
sible. Holtslag and Moeng [1991] use LES data to 
evaluate both these possibilities and find that both give 
similar nonlocal behavior throughout the central re- 
gion of the boundary layer despite the differing phys- 
ics. 

Wyngaard and Brost [1984] suggest that another 
fundamental property of convective boundary layers is 
that the vertical diffusivity profile for passive scalars is 
radically different depending on whether the property 
fluxes are driven by entrainment or surface fluxes. 
Because they were considering the ABL, entrainment- 
driven diffusion was termed "top-down" and the more 
familiar surface-driven diffusion was termed "bottom- 
up." Furthermore, they attribute this peculiar behav- 
ior to vertical asymmetry. An observed characteristic 
of this asymmetry is that buoyant plumes are horizon- 
tally narrower and have larger vertical velocities than 
the more diffuse return flows. Wyngaard and Brost 
[1984] present LES results that confirm that entrain- 
ment-driven diffusivities are significantly smaller than 
surface-driven diffusivities. An important implication 
is that a single diffusivity defined for the total process 
may be ill behaved but that the two processes can be 
parameterized separately and later superimposed. 
However, Holtslag and Moeng [1991] use the LES 
data of Moeng and Wyngaard [1989] and obtain well- 
behaved expressions by incorporating a nonlocal 
transport term in the flux parameterizations. Entrain- 
ment-driven diffusion may be very important in the 

ci_r•ulatipn phys_in thepc•.an, but We!!er_et aL_[!984] ...... ocean,_. where it_.is__the_ prin_cipa!___sourc_.e.gf_. sglt and 
suggest that it could be an important factor in trans- 
porting properties that are not uniformly distributed 
within the mixed layer. 

Figure 1 illustrates expected profiles of buoyancy 
and buoyancy flux in a convective oceanic boundary 
layer. One manifestation of nonlocal behavior found in 
such boundary layers is what is traditionally termed 
countergradient heat flux. This flux is characterized by 

nutrients to the OBL. 
In the case of a purely convective boundary layer, 

u* = 0 and Bf < 0, eroding into a region of stable 
stratification (Figure 1), the entrainment depth he, 
where the negative buoyancy flux is maximum, is less 
than the boundary layer depth h. The mixed layer 
depth hm can depend a great deal on definition [Lukas 
and Lindstrom, 1991]. Here it is arbitrarily taken as 

•  KPP distinguishes 3 vertical regimes:

1. surface layer 

2. boundary layer

3. interior


Modelled pure convection
 non-
local




VERTICAL MIXING SCHEME: 
K-PROFILE PARAMETERIZATION (KPP) 

1. BL depth, h, is minimum depth (d) where the bulk Richardson number (Rib) 
referenced to the surface equals a critical Richardson number (Ricr=0.3).   


Rib (d) =
Br − B(d)[ ]d

Vr −V(d)
2 +Vt

2 (d)
Stabilizing buoyancy difference


Destabilizing velocity shear


Br : near-surface reference buoyancy

B(d) :  boundary layer buoyancy at depth d

Vr : near-surface reference horizontal velocity

V(d) :  boundary layer horizontal velocity at depth d

Vt(d) :  velocity scale of (unresolved) turbulent shear at depth d








è Ri measures the stability of stratified shear flow.  “Boundary layer 
eddies with mean velocity Vr and buoyancy Br should be able to penetrate 
to a depth h where they first become stable relative to the local buoyancy 
and velocity.”


unresolved shear




VERTICAL MIXING SCHEME: 
K-PROFILE PARAMETERIZATION (KPP) 

2. Calculation of interior diffusivities


νx  : interior diffusivity at depth d (below the boundary layer)

νx

s : (unresolved) shear instability

νx

w : internal wave breaking*

νx

d : double diffusion

νx

c : local static instability (convection)

νx

t : tidal mixing**










è  Superposition of processes sets interior vertical diffusivity, ν, below the 
surface boundary layer.


* Jochum et al., 2013: The impact of oceanic near-inertial waves on climate, J. Climate, 26, 
2833-2844.



** Jayne, S, 2009: The impact of abyssal mixing parameterizations in an ocean general circulation 
model, J. Phys. Oceanogr., 39, 1756-1775.


υx (d) =υx
s (d)+υx

w (d)+υx
d (d)+υx

c(d)+υx
t (d)



VERTICAL MIXING SCHEME: 
K-PROFILE PARAMETERIZATION (KPP) 

3. Calculation of boundary layer (eddy) diffusivity

σ  : non-dimensional depth parameter, d/h

h  : boundary layer depth

wx(σ) : turbulent vertical velocity scale

G(σ) : vertical shape function (cubic poly)








•  Monin-Obukhov similarity theory 
in surface layer (σ<ε)


•  For all σ, Kx depends on h, 
surface forcing, & interior 
diffusivity at the base of the BL


è fundamentally non-local & interior 
can force OBL through G(σ) term


Kx (σ ) = hwx (σ )G(σ )
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Figure 2. (left) Vertical profile of the shape function G(cr), 
where cr = d/h, in the special case of G(1) = 0,•G(1) = 0. 
(right) Vertical profiles of the normalized turbulent velocity 
scale, wx(o')/(Ku*), for the cases of h/L = 1, 0.1, 0, -1, 
and -5. In unstable conditions, Ws(Cr) (dashed traces) is 
greater than Wm(Cr) (solid traces) at all depths, but for stable 
forcing h/L -> 0, the two velocity scales are equal at all 
depths. 

The problem of determining the vertical turbulent 
fluxes of momentum and both active and passive sca- 
lars in (1) throughout the OBL is closed by adding a 
nonlocal transport term •/x to (5): 

wx(a) = -gx(OzX- (9) 

In practice, the external forcing is first prescribed, 
then the boundary layer depth h is determined, and 
finally profiles of the diffusivity and nonlocal transport 
are computed. Here the depth determination is de- 
scribed last because its formulation depends on the 
form of the diffusivity. The external forcing is dis- 
cussed in Appendix A. 

Diffusivity and Nonlocal Transport 
The profile of boundary layer diffusivity is ex- 

pressed as the product of a depth dependent turbulent 
velocity scale w x and a nondimensional vertical shape 
function G(tr): 

Kx(tr) = hwx(o')G(tr) (1 O) 
where tr = d/h is a dimensionless vertical coordinate 
that varies from 0 to 1 in the boundary layer. At all 
depths, values of K x are directly proportional to h, 
reflecting the ability of deeper boundary layers to 
contain larger, more efficient turbulent eddies. Partic- 
ular examples of G(tr) and Wx(tr) profiles are shown in 
Figure 2. The shape function is assumed to be a cubic 

polynomial [O'Brien, 1970], 

G(tr) = a0 + a•tr + a2 0'2 q- a3 0'3 (11) 
so that there are four coefficients with which to control 
the diffusivities and their vertical derivatives at both 
the top and bottom of the boundary layer. 

Turbulent eddies do not cross the surface, so there 
is no turbulent transport across d - 0. The implied 
condition Kx(O) = 0 is imposed by setting ao = 0. 
Molecular transport terms, in addition to (9), are re- 
quired only if the very near surface, where molecular 
processes dominate [Liu et al., 1979], is to be re- 
solved. 

In the surface layer • < e, where Monin-Obukhov 
similarity theory applies, eliminating the property gra- 
dient from (3) and (9) with •/x = 0 and then substituting 
(10) for Kx with G(•r) -• ,(a• + a2{r) leads to 

Wx(O')(al + a2o')= Lx(C)]x wxo / (12) 
A sensible way of satisfying (12) is to equate the term 
in square brackets to the turbulent velocity scales. As 
was argued by Troen and Mahrt [1986], this formula- 
tion is assumed to be valid everywhere in the stably 
forced boundary layer. In unstable conditions the tur- 
bulent velocity scales beyond the surface layer are 
assumed to remain constant at their •r = e values. 
Without this constraint, unstable W x values would be- 
come very large (Figure 2), in the absence of any 
supporting observational evidence. Therefore the gen- 
eral expression for the velocity scales is 

K/,/* 
Wx(•r) = e < •r < 1 • < 0 q>x( eh/L ) 

nu* (13) 
Wx(e) = otherwise 

These scales are functions of [ = d/L = •rh/L, so 
profiles of Wx(•r) are fixed functions of h/L, as is 
shown in Figure 2. 

The q>x functions (Appendix B, Figure B 1) are such 
that the velocity scales equal nu* with neutral forcing 
(h/L - 0 in Figure 2) and are enhanced and reduced in 
unstable (h/L < 0) and stable (h/L > 0) conditions, 
respectively. The turbulent velocities for momentum 
and scalars are equal in stable forcing. The unstable 
4)m is greater than 4)• (Figure B1), so W m becomes less 
than the corresponding w• (dashed lines) in Figure 2. 
In order for w x to scale with w* in the convective limit, 
the q>x functions in very unstable (convective) condi- 
tions of [ < Ix < 0.0 have the form 

q>x = (ax - Cx[) -•/3 (14) 
where the constants ax and Cx make (14) match less 
unstable forms of q>x at [ = Ix (equation B1). Com- 
bining (2), (6), (13), and (14) leads to 
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Figure 2. (left) Vertical profile of the shape function G(cr), 
where cr = d/h, in the special case of G(1) = 0,•G(1) = 0. 
(right) Vertical profiles of the normalized turbulent velocity 
scale, wx(o')/(Ku*), for the cases of h/L = 1, 0.1, 0, -1, 
and -5. In unstable conditions, Ws(Cr) (dashed traces) is 
greater than Wm(Cr) (solid traces) at all depths, but for stable 
forcing h/L -> 0, the two velocity scales are equal at all 
depths. 

The problem of determining the vertical turbulent 
fluxes of momentum and both active and passive sca- 
lars in (1) throughout the OBL is closed by adding a 
nonlocal transport term •/x to (5): 

wx(a) = -gx(OzX- (9) 

In practice, the external forcing is first prescribed, 
then the boundary layer depth h is determined, and 
finally profiles of the diffusivity and nonlocal transport 
are computed. Here the depth determination is de- 
scribed last because its formulation depends on the 
form of the diffusivity. The external forcing is dis- 
cussed in Appendix A. 

Diffusivity and Nonlocal Transport 
The profile of boundary layer diffusivity is ex- 

pressed as the product of a depth dependent turbulent 
velocity scale w x and a nondimensional vertical shape 
function G(tr): 

Kx(tr) = hwx(o')G(tr) (1 O) 
where tr = d/h is a dimensionless vertical coordinate 
that varies from 0 to 1 in the boundary layer. At all 
depths, values of K x are directly proportional to h, 
reflecting the ability of deeper boundary layers to 
contain larger, more efficient turbulent eddies. Partic- 
ular examples of G(tr) and Wx(tr) profiles are shown in 
Figure 2. The shape function is assumed to be a cubic 

polynomial [O'Brien, 1970], 

G(tr) = a0 + a•tr + a2 0'2 q- a3 0'3 (11) 
so that there are four coefficients with which to control 
the diffusivities and their vertical derivatives at both 
the top and bottom of the boundary layer. 

Turbulent eddies do not cross the surface, so there 
is no turbulent transport across d - 0. The implied 
condition Kx(O) = 0 is imposed by setting ao = 0. 
Molecular transport terms, in addition to (9), are re- 
quired only if the very near surface, where molecular 
processes dominate [Liu et al., 1979], is to be re- 
solved. 

In the surface layer • < e, where Monin-Obukhov 
similarity theory applies, eliminating the property gra- 
dient from (3) and (9) with •/x = 0 and then substituting 
(10) for Kx with G(•r) -• ,(a• + a2{r) leads to 

Wx(O')(al + a2o')= Lx(C)]x wxo / (12) 
A sensible way of satisfying (12) is to equate the term 
in square brackets to the turbulent velocity scales. As 
was argued by Troen and Mahrt [1986], this formula- 
tion is assumed to be valid everywhere in the stably 
forced boundary layer. In unstable conditions the tur- 
bulent velocity scales beyond the surface layer are 
assumed to remain constant at their •r = e values. 
Without this constraint, unstable W x values would be- 
come very large (Figure 2), in the absence of any 
supporting observational evidence. Therefore the gen- 
eral expression for the velocity scales is 

K/,/* 
Wx(•r) = e < •r < 1 • < 0 q>x( eh/L ) 

nu* (13) 
Wx(e) = otherwise 

These scales are functions of [ = d/L = •rh/L, so 
profiles of Wx(•r) are fixed functions of h/L, as is 
shown in Figure 2. 

The q>x functions (Appendix B, Figure B 1) are such 
that the velocity scales equal nu* with neutral forcing 
(h/L - 0 in Figure 2) and are enhanced and reduced in 
unstable (h/L < 0) and stable (h/L > 0) conditions, 
respectively. The turbulent velocities for momentum 
and scalars are equal in stable forcing. The unstable 
4)m is greater than 4)• (Figure B1), so W m becomes less 
than the corresponding w• (dashed lines) in Figure 2. 
In order for w x to scale with w* in the convective limit, 
the q>x functions in very unstable (convective) condi- 
tions of [ < Ix < 0.0 have the form 

q>x = (ax - Cx[) -•/3 (14) 
where the constants ax and Cx make (14) match less 
unstable forms of q>x at [ = Ix (equation B1). Com- 
bining (2), (6), (13), and (14) leads to 

Unstable forcing
stable




VERTICAL MIXING SCHEME: 
K-PROFILE PARAMETERIZATION (KPP) 

Verification example @ OWS

Papa (50oN, 145oW):
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• •. . . (AT As 0.0), it is expected that the results should begin to diverge from observations in the fall as is 
discussed in Appendix A. 

• Simulations in spring and summer are sensitive to 
• water clarity, so an annual cycle of Jerlov [ 1976] water 
• type is specified as moderately clear type IA from 
o_ December through February, turbid type II from June 
_•1 through September, and intermediate type IB in the 

o I 0 other months. Such an annual cycle in the North Pacific is indicated by the Secchi depth (depth to 
1 which a white disk is visible) analysis of Lewis et al. 

MAR AP 

........... [1988]. The winter values are supported by measure- 
ments at 35øN, 155øW in February [Simpson and Paul- 
son, 1979] and Secchi depth readings at OWS Papa in 

•, excess of 20 m. In summer the Secchi depth is only • 10-12 m, indicating more turbid Type II water. How- 
• ever, any such annual cycle is somewhat uncertain 
o_ because of the difficulty in converting Secchi depths to 
_•1 light extinction coefficients [Preisendorfer, 1986] and 

b Mo • then to Jerlov water types. i d,,I ...... Figure 9 shows both the observed and modeled 150 .... time-depth sections of temperature. The latter (Figure 

Figure 9. Time-depth sections of 4-day averages of observed 
temperatures in degrees Celsius (a) from ocean weather 
station (OWS) Papa during the ocean year March 15, 1961, to 
March 15, 1962 and (b) from the standard KPP simulation of 
OWS Papa. 

1973]. For these reasons this site is popular for upper 
ocean model testing. Martin [ 1985], for example, com- 
pares simulations of the period from January 1 to 
December 31, 1961, from four models (section 6). 

Our standard OWS Papa simulation uses model 
parameters as determined above (Ric = 0.3, Cv - 
1.5, ha = h, h• - 0), and these values are retained 
throughout the remainder of this paper. There is a 
moderate 5-m resolution over a 200-m depth and a 
1-hour time step. The annual run begins on March 15, 
1961, at the beginning of the ocean year when the heat 
content above 200 m is a minimum, the SST is 4.6øC 
and the mixed-layer depth is about 130 m (Figure 9). 
This start date is preferable to the beginning of the 
calendar year, when the ocean is still cooling and 
advective events still appear to be important. Model 
initial conditions are 20-day average observed temper- 
atures, the salinity profiles from Tabata [1965], and 
zero flow. The observed temperature data shown in 
Figure 9a were produced by averaging the frequently 
observed temperature profiles over 4-day periods, 

9b) shows comparatively less variability at depth. The 
formation of the seasonal thermocline during spring 
and summer is very well reproduced, as is the thermal 
structure above 20 m. The erosion of the thermocline 
and its internal structure is well modeled until the end 
of October, after which the annual (34 W m -2) imbal- 
ance in model heating leads to the expected warm 
temperatures from the surface to the halocline below 
100-m depth. These features support the suggestion of 
Large et al. [ 1986] that the fall and winter advection of 
deep, cold water may be at the depth of the seasonal 
thermocline where it first acts to stabilize the water 
column and later to cool the surface when mixed. 

Figure 10a shows that 1961 was not an average year 
for heat advection because of the observed net gain in 
heat content above 200 m. The heat flux inferred from 
changes in observed heat content (Figure 10b, dashed 
trace) is averaged over 6 days. This flux often differs 
from 6-day averages of the estimated surface flux by 
many hundred watts per square meter when advective 
effects must have been dominant. The associated tem- 
perature changes are seen in Figure 9a as vertically 
coherent signals, which are indicative of advection. 
Until November 1, 1961, advective heating and cool- 
ing appear to nearly balance, though heat content 
excesses and deficits, relative to the one-dimensional 
model, can persist for as long as a month (Figure 10a). 
After November 1 the anticipated bias due to net 

- which effectively filters out-the internal tide and iner- - advective co½ling is-'evident, but--a•heating •tendency 
tial oscillations by averaging over about eight and six 
periods, respectively. 

The surface forcing at OWS Papa is described in 
Appendix A. Over the simulated 1961 ocean year there 
is greater than average net heat flux of 34 W m -2 and 
freshwater flux of about 11 mg m -2 s -•. Since there is 
no advection in the standard OWS Papa simulation 

from late January through February leads to the an- 
nual heat content gain of about 500 MJ m -2, which 
corresponds to a heating rate of 16 W m -2. Thus the 
warm model bias in 1961 is only 18 W m -2. If this 
amount of advective cooling were judiciously applied 
to the model, the simulations could be made to match 
observations throughout the year. Without such cool- 

Large et al (1994)




VERTICAL MIXING SCHEME: 
K-PROFILE PARAMETERIZATION (KPP) 

1-D experiments (equatorial region) 

forced identically…
 Large and Gent (JPO, 1999)
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FIG. 4. The day 6 diurnal cycle of momentum flux plotted as a
function of depth and normalized by u*2 5 4.1 3 1025 m2 s22, with
a contour interval of 0.2. (a) LES III solution, (b) KPP solution, with
boundary layer depth shown as the the dotted trace, and (c) CON.

FIG. 5. As in Fig. 4 but for heat flux normalized by u*u* 5 1.15
3 1025 m s21 K and a contour interval of 1.0.

that the prescribed large-scale forcing is only partially
successful at balancing (9) and (12). The resulting trends
are somewhat larger in temperature than in u. The Equa-
torial Undercurrent initially has a maximum speed of
0.8 m s21 at about 110-m depth, but for both KPP and
LES the core accelerates to about 0.82 m s21 after 6
days because of a too large pressure gradient. This pres-
sure gradient excess, and the upward diffusion of east-
ward momentum from the EUC results in the eastward
acceleration of the deeper water evident in Fig. 2a and
Fig. 2b. This acceleration is reversed by the penetration
of westward momentum imparted by the wind stress. A
companion heating is seen in Figs. 3a and 3b at depths
where the surface heating is felt, with cooling above
about 50 m. The rate of such vertical penetration is very
similar in both LES I and KPP, reaching to about 82 m
by the end of day 6. The control behaves differently,
with negligible evolution below about 40 m and west-
ward acceleration above 10 m where the wind stress is
not completely balanced. There is also a heating trend
between 10 and 40 m.
Distinct diurnal cycles in near-surface u and u are

evident in both Figs. 2 and 3. At the surface the am-
plitudes are damped by the 4-m resolution of the 1D
model compared to the 1-m resolution of LES. Other-
wise the KPP and LES solutions are similar. In both,
there is a phase delay relative to the surface that in-
creases with depth in both u and u. This can be traced

to at least 40 m where the delay is about 15 h. The
boundary layer depth (Figs. 2b and 3b) varies from
about 35 m at night to less than 5 m during the day,
with rapid transitions of less than 2 h. In contrast, the
control diurnal cycle is confined to shallower depths
and the duration of warm daily SSTs is longer.
Even though the imbalances in (9) and (12) are not

entirely rectified by the sixth day, the KPP and LES
solutions are not diverging significantly, so the day 6
LES results can be meaningfully compared to the KPP
model solutions. There is more divergence of the control
solution. Figures 4 and 5 compare the day 6 diurnal
cycles of momentum flux and heat flux, respectively,
from the high-resolution LES III, the KPP, and the CON
runs. The LES and KPP produce several common basic
features. The onset of nighttime convection at about
1800 local time rapidly deepens the boundary layer and
for a few hours produces intense fluxes at depth between
about 5 and 20 m. Through the night, the strength of
this flux maximum diminishes and its depth increases
to about 50 m at sunrise. This feature can be traced
throughout the next day, with its depth reaching about
65 m, and its strength continually weakening until it is
reinforced by the next night’s convection. Meanwhile,
the solar-heating-induced stratification traps the surface-
driven fluxes above about 10 m, leaving a pronounced
minimum in the fluxes throughout the day at depth be-
tween about 10 and 30 m. Nighttime convection pro-
duces a temperature inversion only in the upper few
meters in LES (Fig. 3a), a feature that is not resolved
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Mesoscale eddy mixing of tracers: 
the Gent-McWilliams (GM) parameterization 
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It has now been 20 years since the Gent and McWilliams paper on ‘‘Isopycnal Mixing in Ocean Circulation
Models” was published in January 1990 issue of the Journal of Physical Oceanography. That paper was
highlighted at the CLIVAR Working Group on Ocean Model Development ‘‘Workshop on Ocean Mesoscale
Eddies” which was held at the UK Meteorological Office in April 2009, and this review paper is based on
the talk given at that Workshop. It contains some hindsights on how the parameterization of the effect of
mesoscale eddies on the mean flow came about; which is a question that I am asked quite often. A few
important results from including the parameterization in a non-eddy-resolving ocean model are recalled.
Including this parameterization, along with other improvements to all the components, in the first ver-
sion of the Community Climate System Model resulted in the first non-drifting control simulation in a
climate model that did not require flux corrections. Also included are brief comments on how the Gent
and McWilliams eddy parameterization has been modified and improved since the original proposal in
1990.

! 2010 Elsevier Ltd. All rights reserved.

1. Background

The first ocean general circulation model designed for use in a
coupled climate model was created by Bryan (1969) and colleagues
at the Geophysical Fluid Dynamics Laboratory (GFDL). The vertical
coordinate used was depth, or z-coordinate, which is still used in a
large majority of ocean climate components. The closure terms in
the equations for potential temperature and salinity were the eas-
ily implemented Laplacian diffusion in the horizontal and vertical
directions. These terms can be interpreted either as necessary to
control numerical noise, or as a parameterization for the effects
of mesoscale eddies that are not resolved by the numerical grid.
However, it had already been known for 30 years that mixing oc-
curs much more strongly along isopycnal surfaces of constant po-
tential density than across these surfaces, see Iselin (1939) and
Montgomery (1940). If this is not the case, then the old style
‘‘water mass” analysis of the World’s Oceans would not have been
valid, because deeper water masses would have mixed together
too quickly. Therefore, it was not long before George Veronis and
Henry Stommel showed a disadvantage of horizontal tracer mixing
at a National Academy of Sciences symposium held in October
1972. The Veronis (1975) paper clearly showed that horizontal
mixing has to be balanced by a false mean vertical velocity. This
so called ‘‘Veronis Effect” occurs in the subtropics, and its main ef-

fect is to short-circuit the meridional overturning circulation in the
North Atlantic Ocean. This strongly reduces the large and impor-
tant northward ocean heat transport across 23"N, where it is esti-
mated from observations to be 1.2 ± 0.3 Petawatts, see Hall and
Bryden (1982). The point that large horizontal diffusion of
O(103 m2 s!1) implies much stronger cross-isopycnal mixing than
the observed value below the mixed layer of O(10!4 m2 s!1) see
Ledwell et al. (1993), even when the isopycnal slope is O(10!4)
or smaller, was hammered home in a later paper by McDougall
and Church (1986).

Thus, it was agreed that tracer diffusion in z-coordinate models
needed to be oriented along and perpendicular to isopycnals. More
precisely, it should be along and perpendicular to ‘‘neutral sur-
faces”, McDougall (1987), but I will ignore this subtlety here. The
rotation to implement Laplacian diffusion in this manner without
any approximation was derived by Redi (1982). However, the
implementation using the small slope approximation into the
GFDL model by Cox (1987) did not go smoothly, and the model
was not able to run stably without the addition of horizontal diffu-
sion, albeit with a much reduced coefficient. It was diagnosed
much later that the Cox implementation caused a numerical insta-
bility when the equation of state is nonlinear, see Griffies et al.
(1998). However, the results from this model obtained by Mike
Cox were an improvement over the results from the original model
using only horizontal Laplacian diffusion with a large coefficient.

By early 1989, I had finished building a reduced-gravity model
with Mark Cane that was designed for the upper equatorial Pacific
Ocean, with coupled El Nino studies in mind, see Gent and Cane
(1989). Salinity was kept constant in the model, because the

1463-5003/$ - see front matter ! 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ocemod.2010.08.002

⇑ Tel.: +1 303 497 1355; fax: +1 303 497 1700.
E-mail address: gent@ucar.edu

1 The National Center for Atmospheric Research is sponsored by the National
Science Foundation.

Ocean Modelling 39 (2011) 2–9

Contents lists available at ScienceDirect

Ocean Modelling

journal homepage: www.elsevier .com/locate /ocemod

2011




Lateral	  Mixing	  (Interior,	  Tracer	  Diffusion)	  

Why is GM needed?  Some background… 

O(1o) models do not resolve the 1st baroclinic deformation radius, and hence 
lack the mesoscale turbulence which mixes tracers (T, S, …) in the real 
ocean.    


Agulhas Retroflection




 
 ISOPYCNAL 

(ρ=constant) 

DEPTH 

Ocean Observations suggest mixing along isopycnals 
is ~107 times larger than across isopycnals. 

•  Early ocean models “parameterized” the stirring effects of (unresolved) 
mesoscale eddies by using Laplacian horizontal diffusion with unrealistically 
large KH = O(103 m2/s).



•  Horizontal mixing results in excessive diapycnal mixing which degrades the 
ocean solution. E.g., Veronis (1975) showed that it produces spurious upwelling 
in WBC regions where the primary balance becomes:                  .  This 
“short circuits” the Atlantic MOC.



•  A recognized need to orient tracer diffusion in z-coordinate models along 
isopycnal surfaces, to be consistent with observed ocean mixing rates.


wρ z =κρ xx

Why is GM needed?  Some background… 

slope = ∂h
∂x



In isopycnal coordinates (small slope limit:  hx,hy << 1):


GM 101 

∂
∂t
hρ +∇⋅(uhρ ) = 0

∂
∂t
τ + u ⋅∇τ = ∇⋅(µhρ∇τ ) / hρ

Mass continuity


hρ =
∂h
∂ρ

thickness


h(x, y,ρ,t) isopycnal height


Passive tracer eqn
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GM is applicable here, in 
the adiabatic interior 
where isopycnal 
coordinates are most 
natural.




In isopycnal coordinates (small slope limit:  hx,hy << 1):


GM 101 

∂
∂t
hρ +∇⋅(uhρ ) = 0

∂
∂t
τ + u ⋅∇τ = ∇⋅(µhρ∇τ ) / hρ

Mass continuity


hρ =
∂h
∂ρ

thickness


h(x, y,ρ,t) isopycnal height


tracer eqn


è Redi (1982) implemented a rotation in z-level model so that Laplacian 
diffusion of tracers occurred along isopycnals with (an enhanced) diffusivity μ, 
but with unsatisfactory results.




Gent & McWilliams (JPO,1993); Gent et al. (JPO, 1995):


GM 101 
∂
∂t
hρ +∇⋅(uhρ ) = 0

∂
∂t
τ + u ⋅∇τ = ∇⋅(µhρ∇τ ) / hρ

Mass continuity


tracer eqn


Reynolds decomposition of mass continuity in steady-state gives the following 
balance (overbar = spatiotemporal averaging to filter eddy scales):


∇⋅(uhρ )+∇⋅( ′u ′hρ ) = 0

Therefore, parameterize eddy effects in non-eddy-resolving models by adding 
an eddy-induced advection (u*) term in addition to Redi diffusion:


∂
∂t
hρ +∇⋅(uhρ )+∇⋅(u*hρ ) = 0 u*= ′u ′hρ / hρ

è Large-scale tracers are not advected by the large-scale velocity alone, but 
by the “effective transport velocity” which has an eddy-induced component!


∂
∂t
τ +U ⋅∇τ = ∇⋅(µhρ∇τ ) / hρ U = u+ u*
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7.1.3 The Gent-McWilliams Parameterization

The transport equation of tracer ϕ is given by

∂

∂t
ϕ+ (u + u∗) ·∇ϕ+ (w + w∗)

∂

∂z
ϕ = R(ϕ) + DV (ϕ), (7.2)

where the bolus velocity induced by mesoscale eddies is parameterized, from
Gent and McWilliams (1990), as

u∗ =

(
ν
∇ρ
ρz

)

z

, w∗ = −∇ ·
(
ν
∇ρ
ρz

)
, (7.3)

where ν is a thickness diffusivity and subscripts x, y, z on ρ and tracers ϕ
denote partial derivatives with respect to those variables (this convention
will be followed below). The Redi isoneutral diffusion operator (Redi, 1982)
for small slope can be written as

R(ϕ) = ∇3 · (K ·∇3ϕ), (7.4)

where the subscript 3 indicates the three-dimensional gradient or divergence,
i.e., ∇3 = (∇, ∂

∂z ). The symmetric tensor K is defined as

K = κI

⎛

⎝
1 0 −ρx/ρz

0 1 −ρy/ρz

−ρx/ρz −ρy/ρz |∇ρ|2/ρ2
z

⎞

⎠ , (7.5)

This tensor describes along-isopycnal diffusion that is isotropic in the two
horizontal dimensions. The general anisotropic form of (7.5) is given in
Smith (1999). The isopycnal diffusivity κI is in general a function of space
and time, and a parameterization for variable κI will be described at the
end of this section. In POP, we write the bolus velocity in the skew-flux
form (Griffies, 1998):

u∗
3 ·∇3ϕ = ∇3 · (u∗

3ϕ) = −∇3 · (B ·∇3ϕ), (7.6)

where we have used ∇3 ·u∗
3 = 0. The subscript 3 on the velocity indicates the

three-dimensional velocity, i.e., u∗
3 = (u∗, w∗). The antisymmetric tensor B

is given by

B = ν

⎛

⎝
0 0 ρx/ρz

0 0 ρy/ρz

−ρx/ρz −ρy/ρz 0

⎞

⎠ . (7.7)

GM 101 

“GM coefficient” 
or “thickness 
diffusivity”


“Redi coefficient” 
or “isopycnal 
diffusivity”


Now, back to z-coordinates…


isopycnal slope




GM impacts 
Gent et al. (JPO, 1995):   v* = (u*,w*) acts to flatten isopycnals and 


 
 
 
 
minimize potential energy.
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Mimics effects of unresolved mesoscale eddies as a sum of 

  - diffusive mixing of tracers along isopycnals (Redi),

  - an additional advection of tracers by a divergence-free, eddy-induced 

velocity : u*



Quasi-adiabatic and valid for the ocean interior.



Acts to flatten isopycnals, thereby reducing potential energy.



Eliminates any need for horizontal diffusion in z-coordinate OGCMs


è eliminates Veronis effect.




Implementation of GM was a major factor in enabling in stable coupled climate 

model simulations without “flux corrections”. 


GM in a nutshell 



Danabasoglu et al. (1994, Science)
 4ox3ox20L ocean model


Impacts of the GM parameterization 

atmosphere south of 50!S. These positive aspects of the results
were due to a large change in the meridional overturning circula-

tion (MOC) in the region of the Antarctic Circumpolar Current
(ACC) when using GM.

Fig. 1(a) shows the mean velocity MOC from the horizontal dif-
fusion solution, which has three main features below 1 km. The
first is the strong overturning in the North Atlantic, the second is
the strong, so called Deacon, cell centered at 50!S, and the third
is the quite strong overturning near Antarctica. The MOC of the
mean and total transport velocities in the GM solution are shown
in Fig. 1(b) and (c). Fig. 1(b) shows the North Atlantic cell strength-
ened in the subtropics with the elimination of the Veronis effect,
the Deacon cell remained the same, and the overturning near Ant-
arctica weakened. The only change in Fig. 1(c) from Fig. 1(b) is the
overturning near the ACC reduced to only a few Sverdrups, which
implies that the MOC due to the eddy-induced velocity almost can-
cels out the Deacon Cell due to the mean flow. This cancellation
was close to complete in this model setup; in subsequent setups
the cancellation has not been nearly this exact.

We already knew that the eddy-induced overturning would op-
pose the Deacon Cell because we had plotted it using Levitus
(1982) observations in early 1993; these plots were eventually
published as Figs. 6 and 7 in Gent et al. (1995). However, the al-
most exact cancellation in the region of the ACC was a surprise
to us. In hindsight, it should not have been because of the non-
acceleration theorem of Andrews and McIntyre (1978). Their work
was applied to the stratosphere, and the mean circulation is de-
fined as the zonal average. Under some simplifying assumptions,
they proved that the eddy advection due to zonal perturbations ex-
actly balanced advection by the mean flow, so that the solution
was steady and did not accelerate. These conditions do not hold
for ocean eddies, but we should have anticipated that the eddy-in-
duced overturning would strongly oppose, but not exactly cancel,
the mean flow Deacon Cell in the ACC region. In order to be valid,
the non-acceleration theorem requires the elimination of the pres-
sure gradient term from the averaged zonal momentum equation.
Therefore, it cannot apply in midlatitude basins where there is a
pressure difference from one side of the basin to the other. In these
basins, the zonally-averaged eddy-induced overturning is rather
small, even though it can be much larger locally where there is
strong baroclinicity, such as near the Gulf Stream and Kuroshio,
or the Agulhas retroflection region. However, by far the largest
zonally-averaged eddy-induced overturning is in the region of
the ACC, where it opposes the Deacon Cell due to the mean flow.

It is clear from Fig. 1(a) that the Deacon Cell transported cold
water from south to north across the ACC in the upper ocean. This
often produced an unstable density profile in this region, which
was stabilized in the model by applying convective adjustment.
The result is in Fig. 2(a), which shows the percentage of all times
and model levels where convective adjustment occurred in the
horizontal diffusion case. Convective adjustment occurs through-
out the southern hemisphere in the region of the ACC and in the
high latitude North Atlantic. With GM, Fig. 1(c) shows that this
transport in the upper ocean was greatly reduced, and so was the
percentage of time convective adjustment occurred, which is
shown in Fig. 2(b). With GM, convective adjustment was reduced
to just the Weddell, Ross, Labrador, and Greenland–Iceland–
Norwegian Seas, which are precisely the locations where deep
water formation is known to occur in the real ocean. This was a
complete surprise to us, and this figure is probably the favorite
of my career. What it showed was that, even in a coarse resolution
4! ! 3! model, deep water formation was confined to the correct,
small locations. This convinced us that using GM in the ocean com-
ponent would make a real improvement to the results from cou-
pled climate models.

First, however, an interesting aside. Eric Chassignet had spent
time during his post-doctoral fellowship at NCAR comparing North
Atlantic circulation solutions from z-coordinate and IC models. The

Fig. 1. Global meridional overturning streamfunction from solutions using (a)
mean velocity using horizontal tracer diffusion, (b) mean velocity using GM, and (c)
total transport velocity using GM. Taken from Danabasoglu et al. (1994).
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ened in the subtropics with the elimination of the Veronis effect,
the Deacon cell remained the same, and the overturning near Ant-
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overturning near the ACC reduced to only a few Sverdrups, which
implies that the MOC due to the eddy-induced velocity almost can-
cels out the Deacon Cell due to the mean flow. This cancellation
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the cancellation has not been nearly this exact.

We already knew that the eddy-induced overturning would op-
pose the Deacon Cell because we had plotted it using Levitus
(1982) observations in early 1993; these plots were eventually
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to us. In hindsight, it should not have been because of the non-
acceleration theorem of Andrews and McIntyre (1978). Their work
was applied to the stratosphere, and the mean circulation is de-
fined as the zonal average. Under some simplifying assumptions,
they proved that the eddy advection due to zonal perturbations ex-
actly balanced advection by the mean flow, so that the solution
was steady and did not accelerate. These conditions do not hold
for ocean eddies, but we should have anticipated that the eddy-in-
duced overturning would strongly oppose, but not exactly cancel,
the mean flow Deacon Cell in the ACC region. In order to be valid,
the non-acceleration theorem requires the elimination of the pres-
sure gradient term from the averaged zonal momentum equation.
Therefore, it cannot apply in midlatitude basins where there is a
pressure difference from one side of the basin to the other. In these
basins, the zonally-averaged eddy-induced overturning is rather
small, even though it can be much larger locally where there is
strong baroclinicity, such as near the Gulf Stream and Kuroshio,
or the Agulhas retroflection region. However, by far the largest
zonally-averaged eddy-induced overturning is in the region of
the ACC, where it opposes the Deacon Cell due to the mean flow.

It is clear from Fig. 1(a) that the Deacon Cell transported cold
water from south to north across the ACC in the upper ocean. This
often produced an unstable density profile in this region, which
was stabilized in the model by applying convective adjustment.
The result is in Fig. 2(a), which shows the percentage of all times
and model levels where convective adjustment occurred in the
horizontal diffusion case. Convective adjustment occurs through-
out the southern hemisphere in the region of the ACC and in the
high latitude North Atlantic. With GM, Fig. 1(c) shows that this
transport in the upper ocean was greatly reduced, and so was the
percentage of time convective adjustment occurred, which is
shown in Fig. 2(b). With GM, convective adjustment was reduced
to just the Weddell, Ross, Labrador, and Greenland–Iceland–
Norwegian Seas, which are precisely the locations where deep
water formation is known to occur in the real ocean. This was a
complete surprise to us, and this figure is probably the favorite
of my career. What it showed was that, even in a coarse resolution
4! ! 3! model, deep water formation was confined to the correct,
small locations. This convinced us that using GM in the ocean com-
ponent would make a real improvement to the results from cou-
pled climate models.

First, however, an interesting aside. Eric Chassignet had spent
time during his post-doctoral fellowship at NCAR comparing North
Atlantic circulation solutions from z-coordinate and IC models. The

Fig. 1. Global meridional overturning streamfunction from solutions using (a)
mean velocity using horizontal tracer diffusion, (b) mean velocity using GM, and (c)
total transport velocity using GM. Taken from Danabasoglu et al. (1994).
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Danabasoglu et al. (1994, Science)
 4ox3ox20L ocean model


Impacts of the GM parameterization 

atmosphere south of 50!S. These positive aspects of the results
were due to a large change in the meridional overturning circula-

tion (MOC) in the region of the Antarctic Circumpolar Current
(ACC) when using GM.

Fig. 1(a) shows the mean velocity MOC from the horizontal dif-
fusion solution, which has three main features below 1 km. The
first is the strong overturning in the North Atlantic, the second is
the strong, so called Deacon, cell centered at 50!S, and the third
is the quite strong overturning near Antarctica. The MOC of the
mean and total transport velocities in the GM solution are shown
in Fig. 1(b) and (c). Fig. 1(b) shows the North Atlantic cell strength-
ened in the subtropics with the elimination of the Veronis effect,
the Deacon cell remained the same, and the overturning near Ant-
arctica weakened. The only change in Fig. 1(c) from Fig. 1(b) is the
overturning near the ACC reduced to only a few Sverdrups, which
implies that the MOC due to the eddy-induced velocity almost can-
cels out the Deacon Cell due to the mean flow. This cancellation
was close to complete in this model setup; in subsequent setups
the cancellation has not been nearly this exact.

We already knew that the eddy-induced overturning would op-
pose the Deacon Cell because we had plotted it using Levitus
(1982) observations in early 1993; these plots were eventually
published as Figs. 6 and 7 in Gent et al. (1995). However, the al-
most exact cancellation in the region of the ACC was a surprise
to us. In hindsight, it should not have been because of the non-
acceleration theorem of Andrews and McIntyre (1978). Their work
was applied to the stratosphere, and the mean circulation is de-
fined as the zonal average. Under some simplifying assumptions,
they proved that the eddy advection due to zonal perturbations ex-
actly balanced advection by the mean flow, so that the solution
was steady and did not accelerate. These conditions do not hold
for ocean eddies, but we should have anticipated that the eddy-in-
duced overturning would strongly oppose, but not exactly cancel,
the mean flow Deacon Cell in the ACC region. In order to be valid,
the non-acceleration theorem requires the elimination of the pres-
sure gradient term from the averaged zonal momentum equation.
Therefore, it cannot apply in midlatitude basins where there is a
pressure difference from one side of the basin to the other. In these
basins, the zonally-averaged eddy-induced overturning is rather
small, even though it can be much larger locally where there is
strong baroclinicity, such as near the Gulf Stream and Kuroshio,
or the Agulhas retroflection region. However, by far the largest
zonally-averaged eddy-induced overturning is in the region of
the ACC, where it opposes the Deacon Cell due to the mean flow.

It is clear from Fig. 1(a) that the Deacon Cell transported cold
water from south to north across the ACC in the upper ocean. This
often produced an unstable density profile in this region, which
was stabilized in the model by applying convective adjustment.
The result is in Fig. 2(a), which shows the percentage of all times
and model levels where convective adjustment occurred in the
horizontal diffusion case. Convective adjustment occurs through-
out the southern hemisphere in the region of the ACC and in the
high latitude North Atlantic. With GM, Fig. 1(c) shows that this
transport in the upper ocean was greatly reduced, and so was the
percentage of time convective adjustment occurred, which is
shown in Fig. 2(b). With GM, convective adjustment was reduced
to just the Weddell, Ross, Labrador, and Greenland–Iceland–
Norwegian Seas, which are precisely the locations where deep
water formation is known to occur in the real ocean. This was a
complete surprise to us, and this figure is probably the favorite
of my career. What it showed was that, even in a coarse resolution
4! ! 3! model, deep water formation was confined to the correct,
small locations. This convinced us that using GM in the ocean com-
ponent would make a real improvement to the results from cou-
pled climate models.

First, however, an interesting aside. Eric Chassignet had spent
time during his post-doctoral fellowship at NCAR comparing North
Atlantic circulation solutions from z-coordinate and IC models. The
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atmosphere south of 50!S. These positive aspects of the results
were due to a large change in the meridional overturning circula-

tion (MOC) in the region of the Antarctic Circumpolar Current
(ACC) when using GM.

Fig. 1(a) shows the mean velocity MOC from the horizontal dif-
fusion solution, which has three main features below 1 km. The
first is the strong overturning in the North Atlantic, the second is
the strong, so called Deacon, cell centered at 50!S, and the third
is the quite strong overturning near Antarctica. The MOC of the
mean and total transport velocities in the GM solution are shown
in Fig. 1(b) and (c). Fig. 1(b) shows the North Atlantic cell strength-
ened in the subtropics with the elimination of the Veronis effect,
the Deacon cell remained the same, and the overturning near Ant-
arctica weakened. The only change in Fig. 1(c) from Fig. 1(b) is the
overturning near the ACC reduced to only a few Sverdrups, which
implies that the MOC due to the eddy-induced velocity almost can-
cels out the Deacon Cell due to the mean flow. This cancellation
was close to complete in this model setup; in subsequent setups
the cancellation has not been nearly this exact.

We already knew that the eddy-induced overturning would op-
pose the Deacon Cell because we had plotted it using Levitus
(1982) observations in early 1993; these plots were eventually
published as Figs. 6 and 7 in Gent et al. (1995). However, the al-
most exact cancellation in the region of the ACC was a surprise
to us. In hindsight, it should not have been because of the non-
acceleration theorem of Andrews and McIntyre (1978). Their work
was applied to the stratosphere, and the mean circulation is de-
fined as the zonal average. Under some simplifying assumptions,
they proved that the eddy advection due to zonal perturbations ex-
actly balanced advection by the mean flow, so that the solution
was steady and did not accelerate. These conditions do not hold
for ocean eddies, but we should have anticipated that the eddy-in-
duced overturning would strongly oppose, but not exactly cancel,
the mean flow Deacon Cell in the ACC region. In order to be valid,
the non-acceleration theorem requires the elimination of the pres-
sure gradient term from the averaged zonal momentum equation.
Therefore, it cannot apply in midlatitude basins where there is a
pressure difference from one side of the basin to the other. In these
basins, the zonally-averaged eddy-induced overturning is rather
small, even though it can be much larger locally where there is
strong baroclinicity, such as near the Gulf Stream and Kuroshio,
or the Agulhas retroflection region. However, by far the largest
zonally-averaged eddy-induced overturning is in the region of
the ACC, where it opposes the Deacon Cell due to the mean flow.

It is clear from Fig. 1(a) that the Deacon Cell transported cold
water from south to north across the ACC in the upper ocean. This
often produced an unstable density profile in this region, which
was stabilized in the model by applying convective adjustment.
The result is in Fig. 2(a), which shows the percentage of all times
and model levels where convective adjustment occurred in the
horizontal diffusion case. Convective adjustment occurs through-
out the southern hemisphere in the region of the ACC and in the
high latitude North Atlantic. With GM, Fig. 1(c) shows that this
transport in the upper ocean was greatly reduced, and so was the
percentage of time convective adjustment occurred, which is
shown in Fig. 2(b). With GM, convective adjustment was reduced
to just the Weddell, Ross, Labrador, and Greenland–Iceland–
Norwegian Seas, which are precisely the locations where deep
water formation is known to occur in the real ocean. This was a
complete surprise to us, and this figure is probably the favorite
of my career. What it showed was that, even in a coarse resolution
4! ! 3! model, deep water formation was confined to the correct,
small locations. This convinced us that using GM in the ocean com-
ponent would make a real improvement to the results from cou-
pled climate models.

First, however, an interesting aside. Eric Chassignet had spent
time during his post-doctoral fellowship at NCAR comparing North
Atlantic circulation solutions from z-coordinate and IC models. The

Fig. 1. Global meridional overturning streamfunction from solutions using (a)
mean velocity using horizontal tracer diffusion, (b) mean velocity using GM, and (c)
total transport velocity using GM. Taken from Danabasoglu et al. (1994).
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results were so different that he did not write them up. During
1994, Rainer Bleck, Trevor McDougall and I realized that the GM
term on the right-hand-side of Eq. (2) had already been added to
the thickness equation in the IC ocean model of Bleck and Boudra
(1981). This had been done to suppress numerical noise and keep
solutions smooth and stable, because it looked like a thickness dif-
fusion term. Bleck and Chassignet then added the corresponding
GM extra advection term into their tracer equation. Finally, for
the first time ever, z-coordinate models with GM and Bleck’s IC
model were solving exactly the same density and tracer equations.
Chassignet quickly reran his simulations of the North Atlantic in
these two models and, lo and behold, they now produced compa-
rable solutions, which were written up in Chassignet et al. (1996).

4. Results from climate models

In 1995 and early 1996, members of the Climate and Global
Dynamics division at NCAR were assembling a new climate model.
It was based on updated versions of the atmosphere, land and sea
ice components that had been developed over the previous decade.

However, the ocean component was revolutionary, rather than
evolutionary. For the first time, the ocean component contained
not only the GM parameterization, but also the K-profile parame-
terization of Large et al. (1994). This was the first ocean vertical
mixing scheme that had been designed and tested for use in all re-
gions of the global oceans. In the summer of 1996, the first exper-
iment using this Community Climate System Model, version 1
(CCSM1) was run. It went for only 10 years. The model had no river
runoff scheme to route the runoff calculated in the land component
back into the ocean. Thus, the ocean was rapidly becoming saltier,
because the total evaporation was somewhat larger than the pre-
cipitation over the global ocean. We decided to correct this in the
simplest and quickest way possible; every day the ocean precipita-
tion field was multiplied by the ratio of globally-averaged evapora-
tion to precipitation over the ocean. This ensured exact fresh water
conservation in the ocean component, but river runoff was obvi-
ously entering the ocean in completely the wrong locations.

We used this very crude ‘‘river runoff scheme” because we
anticipated that this first CCSM1 coupled run would not go for very
long before it drifted away from reality. The reason was that we
had decided not to use flux corrections of heat and fresh water that

Fig. 2. Percentage of all times and model levels where convective adjustment occurred using (a) horizontal tracer diffusion, and (b) GM. Contour interval is 5%. Taken from
Danabasoglu et al. (1994).
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balanced currents and microscale, unbalanced turbu-
lence, such as breaking internal waves, shear instability,
double diffusion, and mixing in the surface and bottom
BLs. It is less clear that such a gap exists between the
large-scale circulation and the mesoscale eddies (Scott
and Wang 2005). Nonetheless, a dynamical gap does
exist, and it is given an operational definition by the
choice of an OGCM’s horizontal resolution and eddy
diffusivities. A coarsely resolved, diffusive OGCM has
a mean circulation but no eddies, while a finely re-
solved OGCM with a more advective circulation pro-
duces vigorous mesoscale eddies (though they may be
difficult to resolve accurately). This distinction allows
us to talk separately about mean and eddy motions.

In the oceanic modeling literature eddy parameter-
izations are usually derived under the assumption that
mesoscale and microscale fluxes act independently. The
justification is that mesoscale eddies represent the adia-
batic rearrangement of buoyancy surfaces and tracers
under the influences of gravity and rotation, while mi-
croscale turbulence controls all the irreversible, dia-
batic processes that modify the buoyancy and tracer
concentrations of the water parcels. The microscale tur-
bulent fluxes are typically parameterized as vertical
downgradient with Fickian laws both for momentum
and for tracers (Gregg et al. 2003). The diffusivities !
and viscosities " are set to small, albeit climatically im-
portant, values in the oceanic interior, consistent with
direct measurements (Ledwell et al. 1993; Toole et al.
1994). Turbulence is intensified near the oceanic
boundaries by boundary fluxes (i.e., wind stress and
buoyancy fluxes at the surface and drag at the bottom)
and consequent flow instabilities. This turbulence gen-
erates overturning motions that often make the buoy-
ancy and velocity profiles well mixed in the BL. Tradi-
tional BL models (e.g., Kraus and Turner 1967; Mellor
and Yamada 1974; Price et al. 1986; Large at al. 1994)
represent these fluxes with vertical profiles for !(z) and
"(z) that are strongly enhanced compared to interior
values.

The parameterization of mesoscale eddy fluxes is still
in its infancy. Most formulations are local in the sense
that the eddy term is calculated with local values and
gradients of the resolved quantities. The few exceptions
to the rule include parameterizations that depend on
vertically integrated quantities and are therefore non-
local in the vertical. Parameterizations are derived for
eddy tracer fluxes, such as temperature, salinity, and
biogeochemical quantities (GM; Greatbatch and Lamb
1990; Visbeck et al. 1997; Treguier et al. 1997; Killworth
1997), while retaining simple horizontal diffusion for
eddy momentum fluxes with an eddy viscosity as small
as is consistent with numerical stability. This approach

has been shown to capture the most important eddy
effects on the mean circulation in the limit of small
Rossby numbers typically found in the ocean (Treguier
et al. 1997; Drijfhout and Hazeleger 2001; Wardle and
Marshall 2000). These schemes can be extended to ac-
count more accurately for eddy momentum fluxes
(Wardle and Marshall 2000; Smith and McWilliams
2003; Plumb and Ferrari 2005; Ferreira et al. 2005), but
experience with these extensions in OGCMs is still lim-
ited.

Most of the existing mesoscale parameterization pro-
posals (section 1) are intended for the oceanic interior
where the effect of eddies is predominantly adiabatic.
However, near horizontal and vertical boundaries ed-
dies can develop diabatic behavior, and some ad hoc
form of adjustment has to be made to avoid false eddy
transports through the solid boundaries (Danabasoglu
and McWilliams 1995; Large et al. 1997; McDougall
and McIntosh 2001; Killworth 2001). We formulate a
parameterization scheme that expresses the essential
diabatic nature of eddy fluxes in the BLs as a modifi-
cation of the existing adiabatic parameterizations. We
borrow the basic framework of Treguier et al. (1997)
but extend it beyond quasigeostrophic theory. As a
starting point we divide the ocean into three different
types of layers according to different properties of the
mesoscale fluxes (Fig. 2).

a. Oceanic interior

Eddy fluxes in the oceanic interior are largely along
isopycnal surfaces with a much weaker diapycnal com-
ponent. Thus it is useful to project the full flux along
and across the mean isopycnal surfaces and consider

FIG. 2. A conceptual model of eddy fluxes in the upper ocean.
Mesoscale eddy fluxes (blue arrows) act to both move isopycnal
surfaces and stir materials along them in the oceanic interior, but
the fluxes become parallel to the boundary and cross density sur-
faces within the BL. Microscale turbulent fluxes (red arrows) mix
materials across isopycnal surfaces, weakly in the interior and
strongly near the boundary. The interior and the BL regions are
connected through a transition layer where the mesoscale fluxes
rotate toward the boundary-parallel direction and develop a dia-
batic component.

15 JUNE 2008 F E R R A R I E T A L . 2773

Fig 2 live 4/C

(diabatic) 

(quasi-adiabatic) 

Eddy-induced 
velocity profile Diffusivities 

Horizontal 

Isopycnal 

Horizontal/Isopycnal 

NSEF replaces the usual approach of 
applying near-surface taper functions 
for the diffusivities.


GM90 is valid only in the quasi-adiabatic ocean interior, therefore

the usual practice has been to taper both κI and ν to zero as the surface is 
approached.


Ferrari et al. (2008, J. Climate) 

Improvements to GM:  the near-surface eddy flux (NSEF) scheme 



NSEF greatly reduces eddy-induced 
circulation in near surface from GM, 
improving comparison with 0.1o 
simulation.


Improvements to GM:  the near-surface eddy flux (NSEF) scheme 

Danabasoglu et al. (2008, J. Climate) 

in Danabasoglu and McWilliams (1995), the Eulerian-
mean and eddy-induced advection components par-
tially compensate each other, particularly at high south-
ern latitudes. This is also present in the difference plot
(Fig. 4b) where large fractional changes in the Eule-
rian-mean and eddy-induced advection act largely to
cancel each other poleward of about 35°S. Therefore,
the diffusion component dominates the total difference

here. Further partitioning of the diffusive heat trans-
port component to its isopycnal and horizontal diffu-
sion parts is discussed at the end of this section. We
note that the new parameterization tends to reduce the
southward transport by the eddy-induced advection,
likely due to the elimination of the strong near-surface
eddy-induced circulations.

Arguably, the most dramatic effects of the elimina-

FIG. 3. Time-mean zonally integrated meridional overturning streamfunction obtained with (a) eddy-induced
velocity from DM, (b) eddy-induced velocity from CONTROL, (c) Eulerian-mean velocity from DM, (d) Eule-
rian-mean velocity for the DM ! CONTROL difference, (e) total (i.e., the sum of Eulerian mean and eddy
induced) velocity from DM, (f) total velocity from CONTROL, and (g) total velocity from ER. The contour
intervals are 2.5 Sv in (a) and (b); 4 Sv in (c), (e), (f), and (g); and 0.5 Sv in (d). The thin lines and shading indicate
counterclockwise circulation in all panels except (d) where they indicate negative differences: (e), (f), and (g) are
for the Southern Hemisphere upper-ocean high latitudes.
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tion of the strong near-surface eddy-induced circulation
with FMCD are evident in the vertical structure of the
heat transports (or more accurately the zonally inte-
grated total temperature fluxes in °C). Figure 5 shows
the vertical profiles of the zonally integrated, time-
mean total, that is, Eulerian-mean plus eddy-induced,
advective heat transport at 49.4°S for the upper ocean
from CONTROL and DM in comparison with the pro-
file from ER. These profiles are typical of the latitude
band between 30° and 60°S where the eddy-induced
transport is particularly strong in CONTROL (see Fig.
3b). They are given in TW m!1 so that their vertical
integrals produce the transports given in Fig. 4. Al-
though both CONTROL and DM have similar inte-
grated total advective transports (!0.145 and !0.138
PW, respectively), Fig. 5 shows that their vertical struc-
tures differ substantially. In particular, the DM profile
is in remarkably good agreement with the profile from
ER, both in magnitude and shape. In contrast, the
CONTROL profile has alternating northward and
southward transports in the upper 200 m, reflecting the
dominance of the near-surface eddy-induced circula-
tion. Supported with the ER data, we believe that the
DM profile is more realistic and will improve the up-
per-ocean structures of all tracers.

We present the annual-mean MLD DM ! CONTROL
difference distribution in Fig. 6. With FMCD, the
MLDs increase significantly in the Southern Ocean and
northern North Atlantic, including the Labrador Sea,
by as much as 60 and 250 m, respectively. There are

only a few isolated regions with noticeable reductions
in MLD in DM. At low latitudes the figure shows no
substantial differences. We compute the global-mean
MLDs as 63.7 and 71 m, respectively, for CONTROL
and DM. The boundary layer differences (not shown)
are very similar to the mixed layer ones, both in mag-
nitude and spatial distributions. An analysis of the sea-
sonal cycle of MLDs (not shown) reveals that the deep-
ening in DM occurs in the nonsummer months in both

FIG. 6. Time-mean mixed layer depth DM ! CONTROL
difference distribution. The units are in m.

FIG. 4. Time-mean global northward heat transport (a) from
DM and (b) DM ! CONTROL difference. DIFFUSION compo-
nent includes both isopycnal (in the transition layer and interior)
and horizontal (in the surface and transition layers) diffusion con-
tributions. In (a), shading indicates one standard error envelope
of the residual estimate from Trenberth and Caron (2001) based
on NCEP–NCAR data.

FIG. 5. Upper-ocean vertical profiles of zonally integrated, time-
mean total advective (Eulerian mean " eddy induced) heat trans-
port at 49.4°S from CONTROL, DM, and ER.
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A = AREF ( N2 / N2
REF ) 

Following Ferreira et al. (2005), the GM diffusivities (A=ν) are 
specified as  

N2: Local buoyancy frequency, 
N2

REF: Reference buoyancy frequency just below the transition layer, 

AREF: Constant reference value of A within the surface diabatic region. 
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Ferreira et al. (2005, JPO) 

Improvements to GM:  vertically-varying eddy diffusivity 



Danabasoglu & Marshall (2007, Ocean Modelling) 

Improvements to GM:  vertically-varying eddy diffusivity 

the region where AITD > 1750 m2 s!1 in the eastern South Pacific. The zonal-mean distribution (Fig. 1e) shows
that the largest diffusivities (>3000 m2 s!1) are found in the tropical oceans, just below the diabatic layer.
However, these large diffusivities are confined to the upper ocean, rapidly decaying to values of 400 m2 s!1

a

c d

e f

b

Fig. 1. (a) Reference buoyancy frequency squared, N 2
ref , in 10!4 s!2; (b) Surface diabatic layer depth in m; Upper-ocean [0–945 m]-mean

thickness diffusivity coefficient, AITD: (c) year 1 mean and (d) years (1981–2000) mean; Zonal-mean, global (e) AITD and (f) N 2=N 2
ref . All

panels except (c) show years (1981–2000) mean. All panels are from TN2. Panels (c–e) are in m2 s!1 and share the same contour intervals.
In (f), the contour intervals are obtained by normalizing the contour intervals used in panels (c–e) by

!
AITD

"
ref

(see Eq. (1)). In (c) and (d),
10, 80, and 140 Sv contour lines are drawn for the Antarctic Circumpolar Current transport. In (e), 1000, 2000, and 3000 m2 s!1 contour
lines are indicated. The corresponding N 2=N 2

ref contours of 0.25, 0.50, and 0.75 are also drawn in (f).
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Improvements to GM:  vertically-varying eddy diffusivity 
è N2-dependence of GM coeff improves comparison w/ observed eddy-induced 
transports at 22oN in the Pacific:


by a depth of 400 m or so. Similar vertical structures are also observed at high latitudes, but with smaller
upper-ocean diffusivities. In contrast, the deepest penetration of large AITD occurs at mid-latitudes. Neverthe-
less, by about 2000-m depth, the minimum specified value of 400 m2 s!1 (save for tapering and near-boundary
treatment) is attained at all latitudes.

Roemmich and Gilson (2001) provide an observational estimate of the eddy-induced transports in the
upper ocean along a repeated hydrographic line in the North Pacific at an average latitude of 22!N. We pres-
ent a comparison of our model eddy-induced transports obtained along the same transect with their observa-
tional estimate in Fig. 2. Transports are given in temperature classes with a bin interval of 1 !C and the
cumulative northward and southward transports are listed in each panel. The vertical variations in eddy-
induced transport in ITN2 and TN2, as well as the cumulative transports, are in remarkably good agreement
with these observational estimates. In contrast, the transports in CONTROL are lower than observed by a
factor of 2.4–4.8. In ITN2 and TN2, the vertical variations in thickness diffusivity are largely responsible
for these beneficial eddy-induced velocity distributions. The eddy-induced meridional current, v*, is given by

v" ¼ ! oðAITDSyÞ
oz

¼ ! oAITD

oz
Sy þ AITD

oSy

oz

! "
; ð3aÞ

Fig. 2. Time-mean, eddy-induced normal transport in potential temperature bins (1 !C bin interval) in the upper-ocean integrated along
the repeated hydrographic ship track in the tropical North Pacific from (a) CONTROL, (b) ITN2, (c) TN2, and (d) measured by
Roemmich and Gilson (2001). The numbers denoted by S and N indicate the cumulative southward and northward transports in the upper
ocean, respectively. The integrals extend to 945 and 800 m in the model and observations, respectively.
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OVERFLOW PARAMERERIZATION MODEL SCHEMATIC 

overflow source waters (e.g., the Nordic Sea) are part of the
prognostic model domain rather than just some marginal sea
boundary conditions as in the MSBC, and the inflow into
these marginal seas is accomplished by the prognostic flow
in contrast with a parameterized inflow in the MSBC.
Finally, treatment of the baroclinic and barotropic momentum
and continuity equations is entirely new.
[8] In our implementation here, we focus on the Nordic

Sea overflows for two reasons: (1) there are considerably
more observational estimates of the DS and FBC overflow
properties than for the Ross and Weddell Sea overflows,
thus making an assessment of the OFP in comparison with
the observations more meaningful, and (2) both the DS and
FBC directly affect the AMOC with potentially important
impacts on climate. Therefore, this study concerns exam-
ining the impacts of the parameterized DS and FBC over-
flows on the ocean circulation and climate, focusing on the
North Atlantic. We pay particular attention to the effects of
these parameterized overflows on DAMOC. In the present
work, FBC parameterization includes only the overflow
branch between the Faroe Bank and Faroe Islands, carrying
the largest fraction of the total estimated overflow transport
across the Scotland‐Iceland Ridge. The paper is organized
as follows. Section 2 and Appendix A present the OFP and a
summary of its implementation in the Community Climate
System Model version 4 (CCSM4). An assessment of the
OFP in comparison with available observations is given in
Appendix B and summarized in section 3. The numerical
model and experiments are described in section 4. The model

results from both ocean‐only and fully coupled climate
simulations are presented in section 5. We use the ocean‐
only cases for verification of the OFP, while the coupled
cases are used primarily to document climate impacts.
Finally, a summary and discussions are given in section 6.

2. Overflow Parameterization

[9] In this section, we present a brief summary of the
OFP, noting differences with the PMO. Further details of the
scheme are given in Appendix A, and a complete descrip-
tion can be found in Briegleb et al. [2010; available at http://
www.cgd.ucar.edu/oce/about/staff/gokhan/]. Throughout the
manuscript, the subscripts i, s, e, and p are used to denote
interior, source, entrainment, and product water properties,
respectively. Figure 1 is a schematic representation of the key
parameters of a parameterized overflow: the latitude, !,
the sill depth, ds, the width of the channel at the sill, Ws,
the thickness of the overflow at the sill, hs, the depth of the
entrainment at the shelf break, de, the maximum bottom
slope near the shelf break, a, the distance from the sill to the
shelf break, xssb, and the bottom drag coefficient, Cd. Values
for all these parameters as specified for both the DS and FBC
are given in Table 1.
[10] In Figure 1, the vertical cross section of the bottom

topography is shown as it might be represented in a level
coordinate model. With the usual prognostic, rather than
parameterized, overflow, the model level corresponding to
the sill depth (the green grid cell in Figure 1) is above the

Figure 1. A schematic of the Nordic Sea overflows. T, S, r, andM represent potential temperature, salinity,
density, and volume transport, respectively. The subscripts s, i, e, and p refer to properties of the overflow
source water at the sill depth, the interior water at the sill depth, the entrainment water, and the product water,
respectively. The thick, short arrows indicate flow directions. The sill depth lies within the green box of
raised bottom topography. The other boxes (except the orange product box) represent the regions whose
T and S are used to compute the necessary densities. All parameters shown in black are constants specified
for a particular overflow (Table 1). See section 2 for further details.
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BOTTOM TOPOGRAPHY OF THE x1 RESOLUTION OCEAN MODEL 

43 through 50 (see section 4 and Figure 2), suffice for both
DS and FBC. Here, Np represents the number of product
water injection sites. The geographic locations of these sites
are shown by the white lines in Figure 2, with dashed white
arrows emanating from the deepest in the injection direction.
There are only 7 DS locations and 6 FBC, because sites at
adjacent levels can be at the same locations (e.g., 45 and 46
at DS, 44 and 45 as well as 46 and 47 at FBC).
[17] Determination of the product water injection site

requires additional input from the OGCM; the potential
temperature Tn and salinity Sn at each of the Np product
injection sites. As n increases from 1 to Np, the associated
depth dn increases and the location moves downslope unless
there is a topographic cliff (e.g., DS levels 45 and 46; n = 3
and 4). The search for the injection sites begins with n =

Np − 1 and ends with n = 1. However, the first time the
condition

! Tp; Sp; dn
! "

> ! Tn; Sn; dnð Þ ð7Þ

is satisfied, the search stops and the product water is injected
through side boundary conditions at the sites corresponding
to the level of depth dn+1. In cases where this condition is
satisfied for n =Np − 1 the injection occurs at the deepest sites,
as a dense bottom current that is free to flow without exces-
sive entrainment, because of the relatively flat downstream
topography shown in Figure 2. The product water injection
occurs at the shallowest site when (7) is not satisfied.
[18] As detailed in Appendix A, the CCSM4 ocean model

employs the common barotropic‐baroclinic split method to

Figure 2. Bottom topography as represented in the model in the vicinity of the Denmark Strait (DS) and
Faroe Bank Channel (FBC) overflows. The colors indicate the model vertical levels. The corresponding
depths are given above the color bar. The boxed regions denoted by I, E, and S indicate the interior,
entrainment (thin box), and source regions in the horizontal, respectively, whose T and S properties
are used to compute the necessary densities. The source and entrainment box edges at which the respec-
tive water properties and transports are imposed as side boundary conditions in the OGCM are indicated
by the black arrows, showing directions corresponding to flows out of the OGCM domain. The white
lines denoted by P show the prespecified product water injection locations into the OGCM domain.
All product water sites have the same injection direction as denoted by the white arrows drawn at only
a few of the sites for clarity.
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VERIFICATION AND IMPACTS OF THE OVERFLOW 
PARAMETERIZATION 
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Control (no overflows)          OCN                   CCSM 
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AMOC TRANSPORT AT 26.5oN 

RAPID is observational data 
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TEMPERATURE AND SALINITY DIFFERENCES 
FROM OBSERVATIONS AT 2649-m DEPTH 

oC 

psu Obs: Levitus et al. (1998), 
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DWBC transport 

Danabasoglu et al. (2010, JGR) Figure 7. Time mean horizontal velocity at a depth of 3876 m from (a) OCN and (b) OCN*. Arrows and
colors give the flow direction and magnitude in cm s−1, respectively. Arrows are plotted only for speeds
larger than 0.2 cm s−1.

Figure 8. Time mean barotropic streamfunction (a) from OCN* and (b) its difference from OCN. The
contour intervals are 10 and 5 Sv in Figures 8a and 8b, respectively. In Figure 8a, he thick and thin
(shaded regions) lines indicate clockwise and counterclockwise circulations, respectively. In Figure 8b,
shading and thin lines denote negative differences. Red line segments in Figure 8a denote the transport
sections used in Table 4.
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tions for the near surface circulation patterns as well as the
depth integrated barotropic streamfunction (BSF) as shown
in Figure 8. Unfortunately, the more realistic DWBC depth
in OCN* adversely affects the Gulf Stream separation
location, extending it further north to Newfoundland. As
discussed by Yeager and Jochum [2009], the relationships
between the DWBC, Gulf Stream and North Atlantic Cur-
rent (NAC) separation, and Labrador Sea basin properties
are rather complex and improvements in any one aspect,
such as the DWBC depth, does not necessarily lead to
overall improvements in model solutions (see also Spall
[1996] for DWBC and Gulf Stream interaction). There is
an associated northward shift of the NAC in OCN* com-
pared to that of OCN. As a consequence, the Northern
Recirculation Gyre, which is already rather weak in OCN, is
absent in OCN*. Figure 8 also shows that the circulation
associated with the subpolar gyre is stronger in OCN* than
in OCN by as much as 10 Sv.
[35] Table 4 presents the time mean volume transports

normal to the 44°, 49.3°, and 69°W longitude lines chosen

to provide quantitative comparisons with the observational
transport estimates obtained approximately along these
sections (see red line segments in Figure 8). We note that
these sections are well downstream of the overflow sites and
that the transports are based on the resolved flows which
only indirectly include the contributions from the injected
parameterized product waters. At Cape Farewell, the west-
ward flow along the sloping bottom in OCN is rather anemic
below 2500 m depth, i.e., mostly less than 0.5 cm s−1 (not
shown). In contrast, this flow in OCN* is significantly
stronger with velocity magnitudes in excess of 5 cm s−1 (not
shown) and carries higher (by as much as 0.06 kg m−3)
density waters than in OCN. As a result of these larger
velocities in OCN*, the westward volume transport for s0 ≥
27.80 kg m−3 is 10.7 Sv, about twice as large as in OCN,
and compares much more favorably with the observational
estimate of 13.3 Sv from Dickson and Brown [1994]. At the
Labrador Sea exit at 49.3°W, both cases show southward
flow (not shown). However, in OCN*, the velocity magni-
tudes are broadly larger with especially stronger deep flows.
Again, these flows carry denser waters in OCN* than in
OCN by as much as 0.06 kg m−3. Table 4 clearly shows the
improvements in the volume transports with the OFP at this
section. In particular, the OCN* transport of 26.7 Sv is in
excellent agreement with the observational estimate of 26 ±
5 Sv for s0 ≥ 27.74 kg m−3 from Fischer et al. [2004].
Further south at 69°W section, in contrast with the north-
eastward flow of OCN below about 2500 m depth, a
southwestward flowing DWBC is clearly present in OCN*
(Figures 9a and 9b). Although this increases the south-
westward volume transport to 2 Sv in OCN* from 0.2 Sv in
OCN and represents a modest improvement, the transport
remains smaller than the observational estimate. We note
that there are no appreciable differences in deep densities
between the two cases at this section.

Table 4. Volume Transports in Sv Across the Sections Indicated
in Figure 8a

Case
44°W

Westward
49.3°W
Eastward

49.3°W s0 ≥
27.74 Eastward

69°W
Westward

OCN 5.3 3.5 17.3 0.2
OCN* 10.7 9.3 26.7 2.0
OBS 13.3 14.7 26±5 12.5

aExcept for the 49.3°W s0 ≥ 27.74 column, all transports are for s0 ≥
27.80 kg m−3. OBS represents observational estimates as follows: the
44°W section corresponds to the Cape Farewell transport from Dickson
and Brown [1994]; the 49.3°W and 69°W sections are approximations to
the 53°N and 70°W lines of Fischer et al. [2004] and Joyce et al. [2005]
lines, respectively. Approximate flow directions are also noted.

Figure 9. Time mean zonal velocity across 69°W in the North Atlantic from (a) OCN and (b) OCN*.
The thin contour lines (shaded regions) indicate westward flow. The contour levels are 0, ±0.5, ±1, ±2, ±3,
±4, ±5, ±10, ±15, and ±30 cm s−1. The dotted lines show the potential density (referenced to surface) with
a contour interval of 0.06 kg m–3 for s0 ≥ 27.68 kg m–3.
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Impacts on AMOC variability 

Yeager & Danabasoglu (2012, J Clim) 

To avoid changes in the atmospheric model physics,
CCSM was not retuned, but still shows a rather small
TOA heat flux of 10.027 W m22 over the last 300-yr
segment. These imbalances are largely reflected in
the ocean model as minor cooling (20.0088C century21)
and warming (10.0088C century21) trends in the volume-
averaged T in CCSM* and CCSM, respectively. We note
that these TOA imbalances are much smaller than those
of the present-day CCSM3 and preindustrial CCSM4
control simulations where the TOA energy balances are
20.27 W m22 and 20.15 W m22, respectively (Collins
et al. 2006; Gent et al. 2011).

3. Mean North Atlantic state

The time-averaged AMOC reveals a much deeper
penetration of the cell associated with the North Atlantic

Deep Water (NADW) in CCSM* than in CCSM, as in-
dicated by the depth of the zero contour line (Figs. 2a,c).
The AMOC difference plot (Fig. 2e) clearly shows that,
with the OFP, the NADW circulation is deeper and
stronger north of about 408N, and southward flow is
spread over a greater depth range between 1000 m and
the bottom at all latitudes. The overly shallow NADW
in CCSM is due to excessive convective entrainment,
which is a well-known deficiency in level-coordinate
models (see, e.g., Roberts et al. 1996; Winton et al. 1998),
and DLB10 demonstrate that the deeper NADW pene-
tration resulting from the OFP improves the comparison
with the observed mean transport profile at 26.58N ob-
tained from the Rapid Climate Change (RAPID) me-
ridional overturning circulation (MOC) monitoring array
(Cunningham et al. 2007). The improved NADW circu-
lation is also evidenced by the increased fidelity of deep

FIG. 2. Time-mean North Atlantic (left) meridional overturning streamfunction and (right)
barotropic streamfunction from (a),(b) CCSM, (c),(d) CCSM*, and (e),(f) CCSM* 2 CCSM.
The contour intervals are 2 Sv in (a),(c); 1 Sv in (e); 10 Sv in (b),(d); and 5 Sv in (f). Negative
contour levels are dashed.
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overflow param




Impacts on AMOC variability 
Yeager & Danabasoglu (2012, J Clim) 

Reduced mean/variability in Lab Sea MLD 
associated with enhanced (more realistic) 
deep stratification… 


The OFP results in a much more vigorous circulation
throughout the subpolar gyre below about 1000-m depth
as well as significant changes in the export pathways of
NADW (Fig. 6). The stronger deep western boundary
current flow in the Labrador Sea in CCSM* is consistent
with the enhanced barotropic transport noted above,
while stronger deep anticyclonic flow around 508N and
east of 358W (Figs. 6b,d) probably contributes to the re-
duction in the strength of the subpolar gyre barotropic
streamfunction to the south and east of Greenland
(Fig. 2f). In both experiments but to a lesser extent in
CCSM*, the time-mean flow on three depth levels that
intersect the NADW show that a large fraction of the
equatorward transport composing the lower limb of
the AMOC is found to the east of the mid-Atlantic
ridge before turning southwest to join the deep western
boundary current (DWBC) around 308N. This con-
trasts with observational studies in which the DWBC is
identified as the primary export pathway of NADW
from high to low latitudes (e.g., Schmitz and McCartney
1993; Lumpkin and Speer 2003; Molinari et al. 1998;
Bryden et al. 2005; Kieke et al. 2009). Although recent
float measurements have called into question the relative
dominance of DWBC versus interior transport (Bower
et al. 2009), we are unaware of any observational studies

that suggest that there is substantial southward export of
NADW on the eastern side of the mid-Atlantic ridge. The
OFP improves the realism of the deep flow by increasing
the southward flow west of the ridge below 1000 m (Fig. 6).
Below 3000 m, a DWBC is clearly identifiable in CCSM*,
which flows southward near the continental shelf, whereas
in CCSM, the flow along the North American shelf at
3133-m depth is in the wrong direction (northward)
compared to mean deep flow observations near 708W
(Joyce et al. 2005). This erroneous DWBC flow direction
is also seen in forced ocean simulations that lack the OFP
(DLB10); without this parameterization, the model
DWBC is invariably too weak and too shallow.

FIG. 4. Total variance (colors, km2) of detrended maximum
March boundary layer depth (XBLDmar) time series from (a)
CCSM and (b) CCSM*. Black contours show 550-yr time-mean
maximum March boundary layer depth contoured at 0.2 km. Thick
contours highlight the 1- and 2-km levels. Thick black dashed line
shows the meridional section examined in Fig. 5.

FIG. 5. Total variance (colors, 1024 kg2 m26) of detrended an-
nual s2 time series from (a) CCSM, and (b) CCSM*. The section
shown is along a curvilinear model grid line at approximately 458W,
such that the northern land boundary is the shelf near Cape
Farewell Greenland (see dashed line in Fig. 4). Black contour lines
show 550-yr mean s2 ($37 kg m23) contoured at 0.05 kg m23, and
red contour lines show equivalent s2 levels from PHC2 climatol-
ogy. White contour lines are 550-yr mean zonal velocity contoured
at 64, 6, 8, 10 cm s21, with negative contours dashed (note: posi-
tive velocity corresponds to flow out of the Labrador Sea).
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duction in the strength of the subpolar gyre barotropic
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NADW on the eastern side of the mid-Atlantic ridge. The
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the southward flow west of the ridge below 1000 m (Fig. 6).
Below 3000 m, a DWBC is clearly identifiable in CCSM*,
which flows southward near the continental shelf, whereas
in CCSM, the flow along the North American shelf at
3133-m depth is in the wrong direction (northward)
compared to mean deep flow observations near 708W
(Joyce et al. 2005). This erroneous DWBC flow direction
is also seen in forced ocean simulations that lack the OFP
(DLB10); without this parameterization, the model
DWBC is invariably too weak and too shallow.
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shown is along a curvilinear model grid line at approximately 458W,
such that the northern land boundary is the shelf near Cape
Farewell Greenland (see dashed line in Fig. 4). Black contour lines
show 550-yr mean s2 ($37 kg m23) contoured at 0.05 kg m23, and
red contour lines show equivalent s2 levels from PHC2 climatol-
ogy. White contour lines are 550-yr mean zonal velocity contoured
at 64, 6, 8, 10 cm s21, with negative contours dashed (note: posi-
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Impacts on AMOC variability 

Yeager & Danabasoglu (2012, J Clim) 

è Substantially reduced interannual AMOC 
variance in 40-60oN latitude range.


AMOC variance in CCSM*. The slightly higher var in
CCSM* south of about 328N seen in Fig. 8c is reflected
in the MOI26.5 time series comparison.

The AMOC represents a closed circulation, reflecting
volume conservation in our ocean model. Thus, the
transport in the northward-flowing upper branch is
equal to that in the southward-flowing lower branch at
latitudes downstream of any overflow product water
injection location (we ignore the small net inflow as-
sociated with Bering Strait transport as well as even
more negligible free surface contributions). The net
transport in each direction is given by the maximum
AMOC strength at a given latitude. It is only the var-
iations in this maximum that signify true meridional
transport variations. In contrast, the concentration of
AMOC variance at 458N at depths well below the AMOC

maximum at that latitude (Figs. 8a,b) indicates that the
southward-flowing lower branch of AMOC (i.e.,
NADW) is quite variable in terms of its depth distribu-
tion, especially in CCSM. The lower-branch equatorward
flow occurs at shallower depths in CCSM, and so much of
the increased variance relative to CCSM* is due to the
fact that depth fluctuations generate more variance where
the vertical gradient of AMOC is greater. A relative
minimum in variance at 408N between about 1000- and
2000-m depth is related to the fact that deep flow be-
comes more zonal at latitudes south of the Grand Banks,
with transport variations projecting less strongly onto
AMOC.

The AMOC variance from experiments CCSM and
CCSM* is replotted in Figs. 9 and 10, respectively, as
a function of latitude, depth, and spectral band. The bands
were chosen somewhat arbitrarily to correspond to the
following time scales: 1) interannual (0–5-yr period),
2) decadal (5–15-yr period), 3) multidecadal (15–50-yr
period), and 4) centennial (50–550-yr period). After
computing the normalized spectra for each point in
latitude–depth space, the variance is binned into these
4 spectral bands such that the sum of variance across
bands yields the totals plotted in Figs. 8a,b. In both
experiments, high-frequency interannual power domi-
nates AMOC variability south of about 308N, consistent
with the spectra of MOI26.5 (Fig. 7), and it is a significant
component of the upper-ocean variability at all latitudes.
At 458N, the large AMOC variations below 500-m depth
in CCSM are primarily decadal signals (Fig. 9b), but the
centennial component is also high below 1400-m depth
(Fig. 9d). The MOImax time series at 358N is dominated
by centennial power (Figs. 7c and 9d), with maximum
amplitude at periods near 60 years, which we show below
results from strong coupling to the deep centennial fluc-
tuations at higher latitudes.

With the OFP, there is a pronounced reduction in the
decadal variance at 458N with a more modest reduction
at other latitudes in this band (Fig. 10b). This reduction
in high-latitude AMOC variance is related to reduced
variability in Labrador Sea convection. The high, cen-
tennial MOImax variance at 358N in CCSM is completely
absent in CCSM* (Fig. 10d), and in the other frequency
bands, the 358N variance shifts to well below 800-m
depth and to slightly greater latitudes. However, inter-
annual and multidecadal variance is slightly higher in
many regions in CCSM* (Figs. 10a,c), and centennial
power is generally higher south of 308N (Fig. 10d). The
increased overall variance at low latitudes in CCSM*
(Fig. 8) is thus associated with greater spectral power
at both the high and low ends of the spectrum, as was
also noted when comparing the MOI26.5 spectra (Figs.
7a,b).

FIG. 8. Total variance (Sv2) of 550-yr detrended annual AMOC
time series as a function of latitude and depth from (a) CCSM, (b)
CCSM*, and (c) the difference CCSM* 2 CCSM. Black contours
show respective 550-yr mean AMOC streamfunctions (contour
interval is 2 Sv) in (a),(b), and the 0 line in (c). Stippling in (c)
indicates negative values.
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Questions? 

The End 



HORIZONTAL VISCOSITY 

Spatially uniform, isotropic, Cartesian, Δ=250km grid for illustration 
	  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  D(U) = A  Uxx + A UYY 
                      D(V) = A  Vxx + A VYY 

Grid Re (Diffuse Noise)         →   A  > 0.5  V Δ  =  100,000 m2/s    
                                           
Resolve WBC (Munk Layers)  →   A  >    β  Δ3       =   80,000  m2/s 
 
Diffusive CFL                        →   A < 0.5 Δ2 / Δt  = 8000,000  m2/s                          
 
Realism  (EUC, WBC)             →   A ~ physical    =     1,000 m2/s 
 
Smagorinsky                      →   A = C Δ2 √ (∂xU)2 +(∂yV)2+(∂xV+∂yU)2                       



)()(...

)()(...

vAvBv
uBuAu

yyxxt

yyxxt

∂∂+∂∂=+∂

∂∂+∂∂=+∂

Grid Re (Diffuse Noise)       →   Live with the “noise”   
                                           
Resolve WBC (Munk Layers) →  A = B =  β  Δ3,  only near WBC                          
 
elsewhere: 
   Realism  (EUC, WBC)         →  A = 300 m2/s 
                                                  B = 300 m2/s in the tropics 
                                                     = 600 m2/s polewards of 30o 

 
Subject to diffusive CFL, but NO Smagorinsky   

ANISOTROPIC HORIZONTAL VISCOSITY 



CCSM4 Ocean : 

-Minimally Numerically Viscous 

-Maximally Physically Viscous 

x	  1000	  m2/s	  

ANISOTROPIC 
HORIZONTAL VISCOSITY 
at 100-m DEPTH 

Large et al. (2001, JPO), Jochum et al. (2008, JGR) 
x103 m2/s 



T (46.6m) 

IMPACTS ON 
LABRADOR SEA 
CIRCULATION AND 
SEA-ICE 

w/ SMAGORINSKY 

NO SMAGORINSKY 

Jochum et al. (2008, JGR) 
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The eddy-induced meridional velocity is given by 

where Sy is the meridional slope of the isopycnal surfaces and z is 
the vertical coordinate (positive upwards). 

Horizontal-mean v* profiles computed between 20oN 
and 40oN in the North Pacific 
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Danabasoglu & Marshall (2007, Ocean Modelling) 



OCN* OCN 

ZONAL VELOCITY ACROSS 69oW IN THE NORTH 
ATLANTIC 

velocity: cm/s,  density:kg/m3  
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IMPACTS ON SEA-ICE CONCENTRATION 

% of grid area 


