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Figure 3: Normalized time series of modeled sea ice area, upper ocean 100m integrated primary production and sea ice
algal prodution within the Arctic Circle: a) mean seasonal cycle of 1998-2007, b) annual production. The normalization
was done by minus the mean and divided by the standard deviation of the time series.
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Figure 4: Modeled pan-Arctic annual primary production averaged over 1998-2007 in a) sea ice, b) ocean upper 100m.
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Jin et al., “Modeling study of the Arctic sea ice and ocean primary production and model validation in the Western Arctic,”
Deep-Sea Res., submitted 2010.

Popova et al., “What controls primary production in the Arctic Ocean? Results from an ecosystem model intercomparison,”
J. Geophys. Res., submitted 2010. AOMIP

Deal et al., “Large-scale modeling of primary production and ice algal biomass within arctic sea ice in 1992,”
J. Geophys. Res. 116, 2011. (stand-alone CICE)
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Objec&ve	
  
Marine	
  ecodynamics	
  influence	
  high	
  
la3tude	
  climate	
  via	
  greenhouse	
  
gases	
  and	
  aerosol	
  precursors,	
  
emi8ed	
  from	
  both	
  ocean	
  and	
  ice.	
  We	
  
present	
  the	
  first	
  regional	
  scale	
  model	
  
of	
  sea	
  ice	
  sources	
  for	
  dimethyl	
  
sulfide	
  (DMS),	
  primary	
  natural	
  carrier	
  
of	
  sulfur	
  to	
  the	
  atmosphere.	
  	
  

Ice	
  Algal	
  Biogeochemistry	
  for	
  Full	
  Arc&c,	
  with	
  DMS	
  Release 

Impact	
  
Simula3ons	
  of	
  marine	
  aerosol	
  precursors	
  
will	
  enable	
  uncertainty	
  quan3fica3on	
  for	
  
cloud	
  op3cal	
  effects	
  across	
  Arc3c	
  system	
  

EllioB,	
  S.,	
  Deal,	
  C.,	
  Humphries,	
  G.,	
  Hunke,	
  E.,	
  Jeffery,	
  N.,	
  Jin,	
  M.,	
  Levasseur,	
  M.	
  and	
  Stefels,	
  J.	
  2012.	
  Pan-­‐Arc&c	
  simula&on	
  of	
  
coupled	
  nutrient-­‐sulfur	
  cycling	
  due	
  to	
  sea	
  ice	
  biology.	
  Journal	
  of	
  Geophysical	
  Research,	
  doi:10.1029/2011JG001649.	
  

Chlorophyll	
  &	
  DMS	
  produced	
  by	
  CICE	
  algae:	
  
Pigments	
  in	
  ice,	
  trace	
  gas	
  below	
  and	
  in	
  margins	
  

Approach	
  
•  Driven	
  by	
  ice	
  algae	
  &	
  nutrients	
  in	
  CICE	
  
•  N,	
  Si,	
  C,	
  pigments	
  alongside	
  S	
  cycle	
  
•  Large	
  DMS	
  fluxes	
  from	
  ice	
  into	
  
margins,	
  leads	
  and	
  peripheral	
  seas	
  

•  But	
  data	
  for	
  comparison	
  very	
  sparse	
  
•  Renewed	
  measurement	
  ac3vity	
  
recommended	
  for	
  all	
  Arc3c	
  waters	
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Multiphase Physics Adrian Turner

Vertical Tracer Transport Nicole Jeffery

courtesy B. Light, JGR 2003
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below upward into the channel. Such flow has been ob-
served in the laboratory [Eide and Martin, 1975; Niedrauer
and Martin, 1979] and has been recorded on videotape by
K. Medjani (unpublished videotape, 1992).
[39] Figures 9c and 9d suggest that as the mushy zone

grows, there is a reduction in the number of prominent brine
channels, indicating a relationship between the spacing of
channels and the depth of the mushy zone in young sea ice.
Wakatsuchi and Saito [1985] find that ‘‘the spatial density
of the brine channels is approximately determined by the ice
growth rate at the initial stage of ice growth, and is
maintained during the subsequent ice growth.’’ This ques-
tion needs to be further explored. At 945 min the mushy
zone is 6.7 cm thick (Figure 9e) and shows only one
prominent channel. The brine drainage has decreased be-
cause of slower growth rate, also observed in the experi-
mental work of Gow et al. [1990].
[40] The dynamic characteristics of the brine streams are

illustrated by viewing the data at 5.4 second intervals,
equivalent to 10 time steps. Beginning with streamlines and
bulk salinity contours at 10,000 time steps (Figure 10a), data
are shown for three additional instances, each 5.4 seconds s
apart (Figures 10b, 10c, and 10d). Numbers are used to
identify seven brine streams which appear in the mushy zone
between 90 min and 90 min, 16.2 seconds s of ice growth.
Following stream number 1, for example, it progresses from a
distinctive output in Figures 10a and 10b to an apparent
merging with stream number 2 in Figure 10c to a complete
disappearance in Figure 10d. Stream 2 begins with very little
output in the first image to a point where a mass of heavy
brine has ‘‘broken off.’’ Streams 3 and 4 grow and diminish
during the displayed 16.2 seconds s of ice growth. Stream 5
shows a clear concentration of streamlines, but very little
increase in drainage during that time. Note, however, that the
streamlines indicate only the path of the flow, not the
magnitude. A correlation cannot be made therefore between
the magnitude of flow emanating from the channels and the
size of the structure above. Streams 6 and 7 begin at distinct
drainage points, but then merge into one stream. These
images clearly show the dynamic nature of brine drainage
during the formation of young NaCl-H20 ice.
[41] A scaling analysis of the energy equation by Krane

and Incropera [1996] provides a simplified relationship
between the mushy layer depth and the duration of growth.
In their analysis of the macroscopic development of the ice
layer, Krane and Incropera show that the convective terms
are significantly smaller than diffusion and latent heat terms

Figure 9. Sea ice growth in a two-dimensional rectangular
enclosure with a surface temperature of !10!C. Shows
black streamlines and shaded bulk salinity contours
indicating brine drainage into the underlying reservoir. Data
are reported from various consecutive times in a numerical
experiment of 110,000 time steps, (a) 2.46 cm of mushy
zone depth in 90 min of ice growth (10,000 time steps),
(b) 3.36 cm of mushy zone depth in 180 min of ice growth
(20,000 time steps), (c) 3.96 cm of mushy zone depth in
270 min of ice growth (30,000 time steps), (d) 4.46 cm of
mushy zone depth in 360 min of ice growth (40,000 time
steps), and (e) 6.7 cm of mushy zone depth in 945 min of
ice growth (105,000 time steps).
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Multiphase Physics 2 Approaches

Equations Variables
Conservation of energy Enthalpy
Conservation of salt Bulk salinity
Ice–brine liquidus relation Liquid fraction φ
Darcy flow through a porous medium Vertical velocity

Xbulk = φXbrine + (1 − φ)Xice

1 Mushy Layer thermodynamics from the ground up
(A. Turner)

2 Bitz & Lipscomb 1999 thermodynamics
+ coupled vertical salinity transport model
(N. Jeffery)
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Multiphase Physics Turner’s Approach

Exact Newton solver for current vertical thermodynamics

30% faster than original tridiagonal solver

JFNK solver for current vertical thermodynamics

improved speed by using full Jacobian as preconditioner
20% slower than original tridiagonal solver

JFNK solver with fully prognostic salinity

can handle full non-linear coupled problem
Mushy layer physics formulation
with gravity drainage, flushing
Status: testing 1D (tank and field experiments) and 3D
global simulations
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Multiphase Physics Jeffery’s Approach

Current thermodynamics (BL99)
+ new vertical transport model

Tracers:

brine height
salt
biogeochemical constituents (algae, nutrients, etc.)
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Melt Ponds in CICE

1 implicit: old shortwave parameterization reduces albedo
2 crude description for testing delta-Eddington radiation
3 explicit, empirical: the CCSM4/CESM1 pond scheme

4 University College London’s approach
5 fusion of 3 and 4

Incorporation of a physically based melt pond scheme into the sea
ice component of a climate model

Daniela Flocco,1 Daniel L. Feltham,1,2 and Adrian K. Turner1

Received 12 June 2009; revised 12 February 2010; accepted 13 April 2010; published 10 August 2010.

[1] The extent and thickness of the Arctic sea ice cover has decreased dramatically in the
past few decades with minima in sea ice extent in September 2005 and 2007. These
minima have not been predicted in the IPCC AR4 report, suggesting that the sea ice
component of climate models should more realistically represent the processes controlling
the sea ice mass balance. One of the processes poorly represented in sea ice models is
the formation and evolution of melt ponds. Melt ponds accumulate on the surface of sea
ice from snow and sea ice melt and their presence reduces the albedo of the ice cover,
leading to further melt. Toward the end of the melt season, melt ponds cover up to 50% of
the sea ice surface. We have developed a melt pond evolution theory. Here, we have
incorporated this melt pond theory into the Los Alamos CICE sea ice model, which has
required us to include the refreezing of melt ponds. We present results showing that the
presence, or otherwise, of a representation of melt ponds has a significant effect on the
predicted sea ice thickness and extent. We also present a sensitivity study to uncertainty in
the sea ice permeability, number of thickness categories in the model representation,
meltwater redistribution scheme, and pond albedo. We conclude with a recommendation
that our melt pond scheme is included in sea ice models, and the number of thickness
categories should be increased and concentrated at lower thicknesses.

Citation: Flocco, D., D. L. Feltham, and A. K. Turner (2010), Incorporation of a physically based melt pond scheme into the sea
ice component of a climate model, J. Geophys. Res., 115, C08012, doi:10.1029/2009JC005568.

1. Introduction

[2] The extent and thickness of the Arctic sea ice cover
has decreased dramatically in the past few decades. Sub-
marine data gathered from 1958 to 1976 indicates a decrease
of sea ice thickness of about 1.5 m [Rothrock et al., 1999],
and satellite observations show that the ice cover is con-
tinuing to thin [Laxon et al., 2003]. In September 2005 and
2007, historical minima of sea ice extent have been observed.
These minima have not been predicted by even the most
pessimistic model forecasts in the IPCCAR4 report [Solomon
et al., 2007; Stroeve et al., 2007], and this, combined with the
known shortcoming of model sea ice physics, suggests that
the sea ice component of climate models should more real-
istically represent the physical processes controlling the sea
ice mass balance. One of the physical processes poorly
represented in sea ice models is the formation and evolution
of melt ponds.
[3] Melt ponds accumulate on the surface of sea ice from

snow and sea ice melt. A fraction of the surface melt runs
directly into the sea off the edge of floes or through cracks,
but the remainder forms melt ponds. The hydraulic head of a

melt pond, i.e., the height of the pond surface above sea
level, drives meltwater to flush through permeable sea ice
until the pond surface reaches sea level. Toward the end of
the melt season melt ponds cover up to 50% of the sea ice
surface. As fall progresses into winter, the ponds begin to
freeze at their upper surface and the internal liquid region so
formed slowly freezes, releasing latent heat. Melt ponds
affect the heat and mass balance of the ice cover in various
ways [Taylor and Feltham, 2004], for example the latent
heat released in freezing of melt ponds keeps the ice rela-
tively warm and reduces winter freezing. However, the most
important effect that melt ponds have on the heat and mass
balance of the ice cover is through their impact on the
albedo of the ice which they cover.
[4] Pond‐covered ice absorbs more solar radiation, and

therefore melts more quickly, than the bare sea ice, with the
melt rate beneath melt ponds estimated to be up to 2–3 times
greater than that of bare ice [Fetterer and Untersteiner,
1998a]. The spectrally averaged, shortwave albedo of pond‐
covered ice has been measured in field experiments to be
between 0.1 and 0.5 [e.g., Grenfell and Maykut, 1977;
Perovich et al., 2002; Eicken et al., 2004], and is principally
determined by the optical properties and physical depth of the
ice beneath the pond, both of which have some correlation
with pond depth. These albedo values are much lower than
those of bare ice and snow covered ice, which are in the range
0.52 to 0.87 [Perovich, 1996]. The reason that pond‐covered
ice has a lower albedo than bare ice is that a drained, highly

1Centre for Polar Observation and Modelling, Department of Earth
Sciences, University College London, London, UK.

2British Antarctic Survey, Cambridge, UK.

Copyright 2010 by the American Geophysical Union.
0148‐0227/10/2009JC005568

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 115, C08012, doi:10.1029/2009JC005568, 2010
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from 4: physics-based pond volume reductions

carry pond area, volume as tracers on level ice
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Citation: Flocco, D., D. L. Feltham, and A. K. Turner (2010), Incorporation of a physically based melt pond scheme into the sea
ice component of a climate model, J. Geophys. Res., 115, C08012, doi:10.1029/2009JC005568.

1. Introduction

[2] The extent and thickness of the Arctic sea ice cover
has decreased dramatically in the past few decades. Sub-
marine data gathered from 1958 to 1976 indicates a decrease
of sea ice thickness of about 1.5 m [Rothrock et al., 1999],
and satellite observations show that the ice cover is con-
tinuing to thin [Laxon et al., 2003]. In September 2005 and
2007, historical minima of sea ice extent have been observed.
These minima have not been predicted by even the most
pessimistic model forecasts in the IPCCAR4 report [Solomon
et al., 2007; Stroeve et al., 2007], and this, combined with the
known shortcoming of model sea ice physics, suggests that
the sea ice component of climate models should more real-
istically represent the physical processes controlling the sea
ice mass balance. One of the physical processes poorly
represented in sea ice models is the formation and evolution
of melt ponds.
[3] Melt ponds accumulate on the surface of sea ice from

snow and sea ice melt. A fraction of the surface melt runs
directly into the sea off the edge of floes or through cracks,
but the remainder forms melt ponds. The hydraulic head of a

melt pond, i.e., the height of the pond surface above sea
level, drives meltwater to flush through permeable sea ice
until the pond surface reaches sea level. Toward the end of
the melt season melt ponds cover up to 50% of the sea ice
surface. As fall progresses into winter, the ponds begin to
freeze at their upper surface and the internal liquid region so
formed slowly freezes, releasing latent heat. Melt ponds
affect the heat and mass balance of the ice cover in various
ways [Taylor and Feltham, 2004], for example the latent
heat released in freezing of melt ponds keeps the ice rela-
tively warm and reduces winter freezing. However, the most
important effect that melt ponds have on the heat and mass
balance of the ice cover is through their impact on the
albedo of the ice which they cover.
[4] Pond‐covered ice absorbs more solar radiation, and

therefore melts more quickly, than the bare sea ice, with the
melt rate beneath melt ponds estimated to be up to 2–3 times
greater than that of bare ice [Fetterer and Untersteiner,
1998a]. The spectrally averaged, shortwave albedo of pond‐
covered ice has been measured in field experiments to be
between 0.1 and 0.5 [e.g., Grenfell and Maykut, 1977;
Perovich et al., 2002; Eicken et al., 2004], and is principally
determined by the optical properties and physical depth of the
ice beneath the pond, both of which have some correlation
with pond depth. These albedo values are much lower than
those of bare ice and snow covered ice, which are in the range
0.52 to 0.87 [Perovich, 1996]. The reason that pond‐covered
ice has a lower albedo than bare ice is that a drained, highly

1Centre for Polar Observation and Modelling, Department of Earth
Sciences, University College London, London, UK.

2British Antarctic Survey, Cambridge, UK.
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from 3: pond shape
from 4: physics-based pond volume reductions

carry pond area, volume as tracers on level ice
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Level-Ice Melt Pond Physics

Water input: rain, melting ice & snow
Drainage: negative freeboard, permeability
Snow infiltration by pond water
Pond ice: clear, fresh

Stefan freezing
melting due to downward surface flux
snow accumulation blocks solar radiation below

Changes in pond water volume: ∆hp
∆ap

= 0.8
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Level-Ice Melt Ponds

July 1980–2001 July 2000–2007

pond area

(fraction of ice)

effective
pond area
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Topography with Ute Herzfeld, UC Boulder

Survey campaigns and satellite missions
→ tiers of observations
SCALE

Ute C. Herzfeld Cooperative Institute for Research in Environmental Sciences Department of Electrical, Computer and Energy Engineering and Department of Applied Mathematics University of Colorado BoulderSpatial Roughness and Spatial Characterization of Sea Ice

Laser altimeter data (corrected wrt GPS data)

Ute C. Herzfeld Cooperative Institute for Research in Environmental Sciences Department of Electrical, Computer and Energy Engineering and Department of Applied Mathematics University of Colorado BoulderSpatial Roughness and Spatial Characterization of Sea Ice

Naval Research Laboratory, Stennis Space Center

Parameterization of Ridges and Other Spatial
Sea-Ice Properties From Geomathematical
Analysis of Recent Observations
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Constitutive Modeling Shear Deformation
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Kwok et al., “Variability of sea ice simulations assessed with RGPS kinematics.” J. Geophys. Res., 2008.



LANL Development Thrusts External/Collaborative Development Projects Future Plans

Elastic-Decohesive Rheology

The University of New Mexico Deborah Sulsky GFDL  Ocean Climate Model Development Meeting,  Oct. 28-30, 2009

Elastic-Decohesive Model

Schreyer, H., L. Monday, D. Sulsky,  M. Coon, R. Kwok (2006), Elastic-decohesive Constitutive 
Model for Sea Ice, J. of Geophys. Res., 111, C11S26, doi:10.1029/2005JC003334. 

• Intact ice modeled as elastic
• Leads modeled as discontinuities
• Model predicts initiation of a lead and

its orientation
• Traction is reduced with lead opening

until a complete fracture forms

[[u]] = un n+ut t

n

t

Saturday, October 31, 2009

in collaboration with Kara Peterson, Sandia National Laboratories

anisotropic fracture model
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CICE tests 23 Feb - 11 Mar 2004
1◦ grid
modified CORE atmospheric forcing
initialized from CICE EVP 47-year run
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CICE tests 23 Feb - 11 Mar 2004
1◦ grid
modified CORE atmospheric forcing
initialized from CICE EVP 47-year run
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Ongoing work

http://oceans11.lanl.gov/trac/CICE/wiki/CiceDev

CICE/CESM code infrastructure
Other rheologies

Anisotropic “diamond” rheology (Wilchinsky/Feltham)
JFNK viscous-plastic rheology (Lemieux)

MPAS
Icebergs
Ice-ocean coupling...
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Workshop Announcement

Ice at the Interface:
Atmosphere-Ice-Ocean Boundary Layer Processes

and Their Role in Polar Change

June 25-27, 2012
National Center for Atmospheric Research

Boulder, Colorado

with thanks to IASC, SCAR, CliC, NCAR
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