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as heating anomalies throughout the troposphere as in [85]. Simulations will be run both
with and without topography to determine the importance of stationary waves. In addition,
a first set of experiments will not include the seasonal cycle, while a second and third set will
vary the seasonal cycle of the heating and the seasonal cycle of the circulation to determine
the importance of timing.

Part III: Coupling of Arctic warming and midlatitude circulations
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Figure 6: Multi-model mean change in zonal-
mean temperature of 25 CMIP5 models between
the Historical (1980-2004) and RCP8.5 (2076-
2099) simulations. Contours show the standard
deviation of the response across models con-
toured every 0.25 K.

The third focus of this work is to quantify the po-
tential for future Arctic warming to drive changes in
the midlatitude atmospheric circulation, and thus, for
a possible feedback between Arctic temperatures and
water vapor transport into the Arctic. Many research
e↵orts have focused on the midlatitude circulation re-
sponse to tropical, rather than polar, warming. A ro-
bust result of these studies is that tropical warming
tends to shift the midlatitude circulation poleward, into
a more positive NAO-like state (e.g. [16, 85, 30]). How-
ever, Arctic sea ice loss tends to shift the circulation into
a more negative NAO-like state (e.g. [52, 20, 21, 65]).
Thus, the response of the midlatitude circulation to in-
creasing GHG concentrations is a complex interaction
of changes at all latitudes and heights, and the CMIP5
models show substantial disagreement in the amount
the circulation will shift by the end of the 21st Cen-
tury.

We will investigate the possibility of a two-way
linkage between Arctic warming and the midlatitude
circulation using a hierarchy of model experiments.
Specifically, we will explore the role of the remote re-
sponse of the midlatitude circulation to future Arctic
warming in driving water vapor feedbacks within the
Arctic. The specific objectives of Part III are:

- To quantify the sensitivity of the midlatitude circulation to polar and tropical warming.
- To determine how changes in the circulation due to Arctic warming may modify water
vapor transport into the Arctic.

Linear regression approach: explaining model spread
Fig. 6 shows the change in zonal-mean temperatures projected by 25 CMIP5 models

under RCP8.5. Arctic amplification emerges as a robust signal in DJF, while warming
throughout the troposphere is more spatially uniform in JJA. The black contours denote
the standard deviation of the model responses, and shows that the degree of warming in the
polar lower-troposphere is the most uncertain. We hypothesize that a tug-of-war likely exists
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Figure 6: Multi-model mean change in zonal-
mean temperature of 25 CMIP5 models between
the Historical (1980-2004) and RCP8.5 (2076-
2099) simulations. Contours show the standard
deviation of the response across models con-
toured every 0.25 K.

The third focus of this work is to quantify the po-
tential for future Arctic warming to drive changes in
the midlatitude atmospheric circulation, and thus, for
a possible feedback between Arctic temperatures and
water vapor transport into the Arctic. Many research
e↵orts have focused on the midlatitude circulation re-
sponse to tropical, rather than polar, warming. A ro-
bust result of these studies is that tropical warming
tends to shift the midlatitude circulation poleward, into
a more positive NAO-like state (e.g. [16, 85, 30]). How-
ever, Arctic sea ice loss tends to shift the circulation into
a more negative NAO-like state (e.g. [52, 20, 21, 65]).
Thus, the response of the midlatitude circulation to in-
creasing GHG concentrations is a complex interaction
of changes at all latitudes and heights, and the CMIP5
models show substantial disagreement in the amount
the circulation will shift by the end of the 21st Cen-
tury.

We will investigate the possibility of a two-way
linkage between Arctic warming and the midlatitude
circulation using a hierarchy of model experiments.
Specifically, we will explore the role of the remote re-
sponse of the midlatitude circulation to future Arctic
warming in driving water vapor feedbacks within the
Arctic. The specific objectives of Part III are:

- To quantify the sensitivity of the midlatitude circulation to polar and tropical warming.
- To determine how changes in the circulation due to Arctic warming may modify water
vapor transport into the Arctic.

Linear regression approach: explaining model spread
Fig. 6 shows the change in zonal-mean temperatures projected by 25 CMIP5 models

under RCP8.5. Arctic amplification emerges as a robust signal in DJF, while warming
throughout the troposphere is more spatially uniform in JJA. The black contours denote
the standard deviation of the model responses, and shows that the degree of warming in the
polar lower-troposphere is the most uncertain. We hypothesize that a tug-of-war likely exists
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ERA-Interim temp. trends: 1989-2008

- Arctic has been warming 
substantially compared to 
other latitudes in recent years

- Some work suggested that the 
warming Arctic is influencing 
midlatitude weather by 
modifying the large-scale near-
surface temperature gradient 
e.g. Francis & Vavrus (2012)

of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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CMIP5: temperature response by 2100

- By 2100, models project that the 
near-surface temperature gradient 
will decrease in the cool months 
with Arctic amplification (DJF)

- The near-surface story in summer 
(JJA) is not as clear

- Note that the largest uncertainty 
among models is in DJF as well

Change in zonal-mean temperature in 
25 CMIP5 models under RCP8.5

as heating anomalies throughout the troposphere as in [85]. Simulations will be run both
with and without topography to determine the importance of stationary waves. In addition,
a first set of experiments will not include the seasonal cycle, while a second and third set will
vary the seasonal cycle of the heating and the seasonal cycle of the circulation to determine
the importance of timing.

Part III: Coupling of Arctic warming and midlatitude circulations
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Figure 6: Multi-model mean change in zonal-
mean temperature of 25 CMIP5 models between
the Historical (1980-2004) and RCP8.5 (2076-
2099) simulations. Contours show the standard
deviation of the response across models con-
toured every 0.25 K.

The third focus of this work is to quantify the po-
tential for future Arctic warming to drive changes in
the midlatitude atmospheric circulation, and thus, for
a possible feedback between Arctic temperatures and
water vapor transport into the Arctic. Many research
e↵orts have focused on the midlatitude circulation re-
sponse to tropical, rather than polar, warming. A ro-
bust result of these studies is that tropical warming
tends to shift the midlatitude circulation poleward, into
a more positive NAO-like state (e.g. [16, 85, 30]). How-
ever, Arctic sea ice loss tends to shift the circulation into
a more negative NAO-like state (e.g. [52, 20, 21, 65]).
Thus, the response of the midlatitude circulation to in-
creasing GHG concentrations is a complex interaction
of changes at all latitudes and heights, and the CMIP5
models show substantial disagreement in the amount
the circulation will shift by the end of the 21st Cen-
tury.

We will investigate the possibility of a two-way
linkage between Arctic warming and the midlatitude
circulation using a hierarchy of model experiments.
Specifically, we will explore the role of the remote re-
sponse of the midlatitude circulation to future Arctic
warming in driving water vapor feedbacks within the
Arctic. The specific objectives of Part III are:

- To quantify the sensitivity of the midlatitude circulation to polar and tropical warming.
- To determine how changes in the circulation due to Arctic warming may modify water
vapor transport into the Arctic.

Linear regression approach: explaining model spread
Fig. 6 shows the change in zonal-mean temperatures projected by 25 CMIP5 models

under RCP8.5. Arctic amplification emerges as a robust signal in DJF, while warming
throughout the troposphere is more spatially uniform in JJA. The black contours denote
the standard deviation of the model responses, and shows that the degree of warming in the
polar lower-troposphere is the most uncertain. We hypothesize that a tug-of-war likely exists
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Large seasonality in CMIP5 future jet shift response
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CMIP5 jet shift (N. Atlantic)

RCP8.5 (2076−2099) minus Hist. (1980−2004)
bars denote 25−75 %tiles

denote the 25th–75th percentile range, while the crosses
denote those models that lie outside of that range.
Seasonal differences are readily apparent, with the
maximum jet shift occurring in autumn in all three

sectors [March–May (MAM) for the Southern Hemi-
sphere and September–November (SON) for the
Northern Hemisphere], and most notably, the North
Atlantic jet showing no clear shift in DJF by the end of
the twenty-first century. Consistent with the jet vari-
ability being a function of the mean jet latitude, we do
not find a consistent response in jet variability in the
wintertime North Atlantic (not shown). Thus, it is clear
that the annual-mean results from this study mask rich
seasonality among themodel responses, and future work
should address how the story differs among the seasons
in each sector. However, this additional work is beyond
the scope of this paper.
We will, nonetheless, address one aspect of the sea-

sonality of the jet variability response, namely that of the
North Pacific. We noted above that the North Pacific jet
response differs from the North Atlantic and Southern
Hemisphere jet responses due to the presence of a
strong subtropical jet in the annual mean. However, the
subtropical jet has a seasonal cycle, maximizing in the
winter months [December–February (DJF)]. Thus,
one might expect the North Pacific summertime [June–
August (JJA)] jet to behave more like the Southern
Hemisphere and North Atlantic jets when the sub-
tropical jet is weak. Figure 13 shows the percent variance
explained of u850,700 by ~Zlat, ~Zspd, ~Zwdt, and ~ZEOF1 in
the North Pacific for DJF and JJA. The jet is farther

FIG. 12. Seasonal-mean jet shift (degrees poleward) between the
Historical and RCP8.5 experiments for the three sectors. The bars
denote the 25th–75th percentile range of themultimodel spread (22
models total) and the diagonal crosses denote themodels outside of
this range.

FIG. 13. As in Fig. 6, but for the North Pacific sector during (a) winter (DJF) and (b) summer (JJA).

7132 JOURNAL OF CL IMATE VOLUME 26

- jet shift has a rich seasonality

- could be due to a few factors

(1) seasonality of forcing (e.g. sea ice loss and Arctic amplification)

(2) seasonality of the circulation (even for constant forcing) 
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ABSTRACT

Stratospheric ozone is expected to recover by the end of this century because of the regulation of ozone-
depleting substances by the Montreal Protocol. Targeted modeling studies have suggested that the climate
response to ozone recovery will greatly oppose the climate response to rising greenhouse gas (GHG) emis-
sions. However, the extent of this cancellation remains unclear since only a few such studies are available.
Here, a much larger set of simulations performed for phase 5 of the Coupled Model Intercomparison Project
is analyzed, which includes ozone recovery. It is shown that the closing of the ozone hole will cause a delay in
summertime [December–February (DJF)] Southern Hemisphere climate change between now and 2045.
Specifically, it is found that the position of the jet stream, the width of the subtropical dry zones, the sea-
sonality of surface temperatures, and sea ice concentrations all exhibit significantly reduced summertime
trends over the first half of the twenty-first century as a consequence of ozone recovery. After 2045, forcing
from GHG emissions begins to dominate the climate response. Finally, comparing the relative influences of
future GHG emissions and historic ozone depletion, it is found that the simulated DJF tropospheric circu-
lation changes between 1965 and 2005 (driven primarily by ozone depletion) are larger than the projected
changes in any future scenario over the entire twenty-first century.

1. Introduction

Polar stratospheric ozone depletion has induced
changes in the Southern Hemisphere climate with ob-
servational evidence of its impact on the atmospheric
[Roscoe andHaigh (2007); Lee and Feldstein (2013); see
Thompson et al. (2011) for a recent review], oceanic
(Waugh et al. 2013), and hydrological (Kang et al. 2011)
circulations. Modeling-based studies have documented
the impact of the Montreal Protocol in mitigating future
sea ice loss (Smith et al. 2012) and changes in Earth’s
hydroclimate (Wu et al. 2012) that would have occurred

with unabated stratospheric ozone depletion. Looking
to the future, the effects of stratospheric ozone recovery
on Southern Hemisphere climate are expected to coun-
teract the effects of greenhouse gas warming (e.g.,
Arblaster et al. 2011; Polvani et al. 2011a; McLandress
et al. 2011; Wilcox et al. 2012).
Previous studies have focused on targeted, ozone-on–

ozone-off simulations to determine the importance of
past and future stratospheric ozone changes on the cli-
mate system (e.g., Sigmond and Fyfe 2010; Polvani et al.
2011b; Smith et al. 2012; Wu et al. 2012). While these
single-forcing model experiments are clean and unambig-
uous tools to determine the influence of ozone recovery
on global climate, they inherently exclude feedbacks
between the transient greenhouse gas–induced response
and the response resulting from ozone recovery. Addi-
tional studies (e.g., McLandress et al. 2011; Polvani et al.
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profile. For both the jet position and the dry zone edge,
the zonal-mean model data are interpolated using a cu-
bic spline to a 0.18 grid before the final calculation.
Plotted time series are smoothed using a 10-yr moving

average filter with time step of 1 yr. We have performed
similar analysis with unsmoothed data, and the smooth-
ing is not essential to the conclusions of this study. The
best-fit slopes of the time series are calculated from the
individual smoothedmodel data using linear least squares
regression, and the bounds on the slopes denote the
symmetric 95% confidence interval. Note that the 10-yr
smoothing causes the O3DEPL period (1970–2005) to
include data from 2006 to 2010, when the different RCPs
begin to diverge. Thus, trends during the O3DEPL pe-
riod differ slightly depending on the RCP used in the
smoothing.

3. Seasonal shifts of the circulation

The position of the Southern Hemisphere midlatitude
jet stream determines the path of storms and drives
ocean circulations and sea ice dispersion, and strato-
spheric ozone depletion is known to cause a poleward
shift of the Southern Hemisphere jet in summer. As for
previous generations of climate models (Kidston and
Gerber 2010), the CMIP5 models exhibit an up to 88
equatorward bias of the Southern Hemisphere jet stream
position (Barnes and Polvani 2013; Ceppi et al. 2012).
Thus, we define for each model simulation the ‘‘relative
jet position’’ as the latitude of the jet with respect to its
average 1900–10 latitude. By plotting the relative posi-
tion of the jet (shift) over time between 1900 and 2100 in
each model, and then averaging the results together in
Fig. 1, we avoid the difficulty of model spread masking
the coherent poleward jet shift.
Four distinct time periods naturally emerge from the

time series of jet position in Fig. 1 (which represents
the multimodel mean): 1) HIST (1900–70), 2) O3DEPL
(1970–2005), 3) O3RCVR (2005–45), and 4) GHG-
dominated FUTR (2045–99). Throughout the HIST
period, the jet position remains relatively unchanged,
but a sharp southward shift is evident during the O3DEPL
period, with themultimodel mean showing a21.788 shift
of the jet in DJF in RCP8.5 (see Table 3): this number is
in excellent agreement with previous studies (see Table 2
of Polvani et al. 2011b).
If the large poleward shift of the jet during O3DEPL

was primarily a result of GHG emissions (which are
increasing over this period for all scenarios), then one
would expect the poleward trend in the jet position to
continue into the twenty-first century. Instead, the trend
in jet position halts abruptly around 2005, providing
strong evidence that ozone recovery is canceling the

FIG. 1. Time series of the CMIP5 Southern Hemisphere DJF
jet position relative to the 1900–10 value over the historical
and three climate scenarios, (a) RCP8.5, (b) RCP4.5, and (c) RCP2.6.
Thin black curves denote the individual models, and the multi-
model mean is plotted in black. Red lines denote the piecewise
linear least squares slopes, which are also given in the panels
above in units of degrees per decade. Time series have been
smoothed using a 10-yr moving average filter (see section 2d
for details).
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to GHG-induced tropical warming (see, e.g., Polvani
et al. 2011b). During the FUTRperiod (Fig. 3g), RCP8.5
exhibits trends indicating a poleward (southward) jet
shift, although the tropospheric wind trends are weaker
than they were during O3DEPL. In RCP4.5 (Fig. 3h),
there is a small barotropic increase in the subtropical
winds over the FUTR period, while RCP2.6 (Fig. 3i)
exhibits a clear reversal of the midlatitude trends with
the jet shifting equatorward. This result indicates that if

GHG emissions are very aggressively reduced, the at-
mospheric circulation will begin to relax back to its pre–
ozone hole position toward the end of this century.

4. Results from CMIP3

Further evidence that the reduced trends during the
O3RCVR period are due to the cancellation of GHG-
induced changes by ozone recovery is found in the
CMIP3 model output. Some of the CMIP3 models did
not include ozone depletion and recovery, while others
did, and building on previous work (Son et al. 2008,
2009), we use these ozone differences to extract the sig-
nature of ozone depletion and recovery on future circu-
lation trends by grouping the CMIP3 models into those
with time-varying ozone (varyO3) and those without
(fixO3).
Figure 4 shows the time series of jet position from the

twentieth century and A1B experiments of the CMIP3
models. The trends for the varyO3 models (Fig. 4a) are
most similar to those of the CMIP5 RCP8.5 simulations
(Fig. 1a), with ozone depletion inducing a 21.58 shift of
the jet and ozone recovery canceling GHG-induced
circulation trends, yielding an insignificant trend in the
jet position between 2005 and 2045. The fixO3 models
tell a different story (Fig. 4b), with the future trends in
jet position across all three periods being statistically
indistinguishable from one another at 95% confidence
(calculated using a comparison of means).
The trends at the end of the twenty-first century

(when ozone has recovered) in varyO3 and fixO3 are
statistically the same (approximately 20.28decade21),
confirming that nonozone-forced circulation trends are
similar across the two model groups. This supports our
conclusion that differences between the trends during
the O3DEPL and O3RCVR periods are due to the ad-
dition and cancellation of wind trends caused by ozone
depletion and recovery. Furthermore, the jet position
trends duringO3DEPL are statistically the samebetween
the CMIP3 varyO3 integrations and the CMIP5 RCP’s
(approximately 20.58decade21), further strengthening
the quantitative projections of the CMIP models.

5. Shifts in the subtropical dry zones

The cancellation of GHG-induced climate trends
by ozone recovery is also found in another important
measure of the atmospheric circulation: the extent of the
subtropical dry zones. The expansion of the atmospheric
overturning circulation (Hadley cell) and concurrent
expansion of the subtropical dry zones has been docu-
mented in the observations (Seidel et al. 2008; Fu et al.
2006), and modeling studies suggest such a trend can be

FIG. 2. As in Fig. 1, but for JJA.
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diagnostics: rather, they confirm a broad hemispheric-
wide response of the circulation to stratospheric ozone
depletion and recovery. These similarities also support
the conclusions of Scheff and Frierson (2012b), whereby
the shifts in the hydrological cycle are coupled to the
simultaneous poleward shift of theHadley cell edge with
the midlatitude storm tracks and jet.

6. Seasonality of the circulation trends

The seasonality of stratospheric ozone depletion and
recovery is documented extensively in the model-based
literature (see, e.g., Eyring et al. 2013). We exploit this
seasonality to provide further evidence that the reduced
trends in the period 2005–45 are largely a result of
stratospheric ozone recovery canceling the effects of
GHG increases. Figure 6a shows the total shift in the
jet latitude as a function of month and time period for
RCP8.5; similarly, Fig. 6b shows the shift in the sub-
tropical dry zone edge. During the O3DEPL period
(1970–2005; red curves), the largest poleward shifts are
found in the summer, when springtime stratospheric
ozone depletion induces the largest tropospheric re-
sponse; no consistent trend among the models is found
during the winter months, as previously shown. During
the O3RCVR period (2005–45; black curves), most
models exhibit a poleward shift of the jet and dry zone
edge outside of the summer months. The near-zero multi-
model mean shift during summer confirms that ozone

recovery is canceling the GHG-induced shift in DJF.
When ozone has largely recovered (2045–2100; blue
curves), there is less seasonal variation in the trends of
the jet and subtropical dry zone positions. This further
supports the conclusion that the seasonality of the trends
during the O3DEPL period cannot be due to GHGs
alone, as these influence the circulation year-round.
Note that the seasonality of trends in Fig. 6a is clearer
than Fig. 6b, since the ozone signal weakens with dis-
tance from the pole as noted by Polvani et al. (2011b).

7. Seasonal surface temperature trends

Bitz and Polvani (2012) studied the effects of strato-
spheric ozone depletion on Southern Hemisphere sur-
face temperatures using an ocean eddy–resolving coupled
climate model and found that the annual-mean mid- to
high-latitude surface temperatures warmed with ozone
depletion. The opposite response is expected to follow
from the projected recovery of stratospheric ozone, as
suggested by the results of Smith et al. (2012). In this
section we investigate whether a surface temperature
response to ozone depletion and recovery can be iden-
tified in the Southern Hemisphere climate in CMIP5.
The RCP8.5 simulations show a monotonic increase

of 2-m air temperature over the Southern Ocean (468–
908S) in the annual mean (Fig. 7a), with the warming
trends increasing steadily with time over the next cen-
tury. The summer and winter months, individually, also

FIG. 6. Shift in the SouthernHemisphere (a) jet and (b) dry zone edge (zero crossing of precipitationminus evaporation) as a function of
month for three time periods over the historical and RCP8.5 scenarios. (c) Similar to (a),(b), but for the area-averaged high-latitude (468–
908S) 2-m air temperature. In all panels, the bars denote the 25th–75th percentile range, and the crosses denote values outside of this
interval. The calculation is done as a time-slice difference, and the years used for each time period are given in Table 3.
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ABSTRACT

Stratospheric ozone is expected to recover by the end of this century because of the regulation of ozone-
depleting substances by the Montreal Protocol. Targeted modeling studies have suggested that the climate
response to ozone recovery will greatly oppose the climate response to rising greenhouse gas (GHG) emis-
sions. However, the extent of this cancellation remains unclear since only a few such studies are available.
Here, a much larger set of simulations performed for phase 5 of the Coupled Model Intercomparison Project
is analyzed, which includes ozone recovery. It is shown that the closing of the ozone hole will cause a delay in
summertime [December–February (DJF)] Southern Hemisphere climate change between now and 2045.
Specifically, it is found that the position of the jet stream, the width of the subtropical dry zones, the sea-
sonality of surface temperatures, and sea ice concentrations all exhibit significantly reduced summertime
trends over the first half of the twenty-first century as a consequence of ozone recovery. After 2045, forcing
from GHG emissions begins to dominate the climate response. Finally, comparing the relative influences of
future GHG emissions and historic ozone depletion, it is found that the simulated DJF tropospheric circu-
lation changes between 1965 and 2005 (driven primarily by ozone depletion) are larger than the projected
changes in any future scenario over the entire twenty-first century.

1. Introduction

Polar stratospheric ozone depletion has induced
changes in the Southern Hemisphere climate with ob-
servational evidence of its impact on the atmospheric
[Roscoe andHaigh (2007); Lee and Feldstein (2013); see
Thompson et al. (2011) for a recent review], oceanic
(Waugh et al. 2013), and hydrological (Kang et al. 2011)
circulations. Modeling-based studies have documented
the impact of the Montreal Protocol in mitigating future
sea ice loss (Smith et al. 2012) and changes in Earth’s
hydroclimate (Wu et al. 2012) that would have occurred

with unabated stratospheric ozone depletion. Looking
to the future, the effects of stratospheric ozone recovery
on Southern Hemisphere climate are expected to coun-
teract the effects of greenhouse gas warming (e.g.,
Arblaster et al. 2011; Polvani et al. 2011a; McLandress
et al. 2011; Wilcox et al. 2012).
Previous studies have focused on targeted, ozone-on–

ozone-off simulations to determine the importance of
past and future stratospheric ozone changes on the cli-
mate system (e.g., Sigmond and Fyfe 2010; Polvani et al.
2011b; Smith et al. 2012; Wu et al. 2012). While these
single-forcing model experiments are clean and unambig-
uous tools to determine the influence of ozone recovery
on global climate, they inherently exclude feedbacks
between the transient greenhouse gas–induced response
and the response resulting from ozone recovery. Addi-
tional studies (e.g., McLandress et al. 2011; Polvani et al.
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profile. For both the jet position and the dry zone edge,
the zonal-mean model data are interpolated using a cu-
bic spline to a 0.18 grid before the final calculation.
Plotted time series are smoothed using a 10-yr moving

average filter with time step of 1 yr. We have performed
similar analysis with unsmoothed data, and the smooth-
ing is not essential to the conclusions of this study. The
best-fit slopes of the time series are calculated from the
individual smoothedmodel data using linear least squares
regression, and the bounds on the slopes denote the
symmetric 95% confidence interval. Note that the 10-yr
smoothing causes the O3DEPL period (1970–2005) to
include data from 2006 to 2010, when the different RCPs
begin to diverge. Thus, trends during the O3DEPL pe-
riod differ slightly depending on the RCP used in the
smoothing.

3. Seasonal shifts of the circulation

The position of the Southern Hemisphere midlatitude
jet stream determines the path of storms and drives
ocean circulations and sea ice dispersion, and strato-
spheric ozone depletion is known to cause a poleward
shift of the Southern Hemisphere jet in summer. As for
previous generations of climate models (Kidston and
Gerber 2010), the CMIP5 models exhibit an up to 88
equatorward bias of the Southern Hemisphere jet stream
position (Barnes and Polvani 2013; Ceppi et al. 2012).
Thus, we define for each model simulation the ‘‘relative
jet position’’ as the latitude of the jet with respect to its
average 1900–10 latitude. By plotting the relative posi-
tion of the jet (shift) over time between 1900 and 2100 in
each model, and then averaging the results together in
Fig. 1, we avoid the difficulty of model spread masking
the coherent poleward jet shift.
Four distinct time periods naturally emerge from the

time series of jet position in Fig. 1 (which represents
the multimodel mean): 1) HIST (1900–70), 2) O3DEPL
(1970–2005), 3) O3RCVR (2005–45), and 4) GHG-
dominated FUTR (2045–99). Throughout the HIST
period, the jet position remains relatively unchanged,
but a sharp southward shift is evident during the O3DEPL
period, with themultimodel mean showing a21.788 shift
of the jet in DJF in RCP8.5 (see Table 3): this number is
in excellent agreement with previous studies (see Table 2
of Polvani et al. 2011b).
If the large poleward shift of the jet during O3DEPL

was primarily a result of GHG emissions (which are
increasing over this period for all scenarios), then one
would expect the poleward trend in the jet position to
continue into the twenty-first century. Instead, the trend
in jet position halts abruptly around 2005, providing
strong evidence that ozone recovery is canceling the

FIG. 1. Time series of the CMIP5 Southern Hemisphere DJF
jet position relative to the 1900–10 value over the historical
and three climate scenarios, (a) RCP8.5, (b) RCP4.5, and (c) RCP2.6.
Thin black curves denote the individual models, and the multi-
model mean is plotted in black. Red lines denote the piecewise
linear least squares slopes, which are also given in the panels
above in units of degrees per decade. Time series have been
smoothed using a 10-yr moving average filter (see section 2d
for details).
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to GHG-induced tropical warming (see, e.g., Polvani
et al. 2011b). During the FUTRperiod (Fig. 3g), RCP8.5
exhibits trends indicating a poleward (southward) jet
shift, although the tropospheric wind trends are weaker
than they were during O3DEPL. In RCP4.5 (Fig. 3h),
there is a small barotropic increase in the subtropical
winds over the FUTR period, while RCP2.6 (Fig. 3i)
exhibits a clear reversal of the midlatitude trends with
the jet shifting equatorward. This result indicates that if

GHG emissions are very aggressively reduced, the at-
mospheric circulation will begin to relax back to its pre–
ozone hole position toward the end of this century.

4. Results from CMIP3

Further evidence that the reduced trends during the
O3RCVR period are due to the cancellation of GHG-
induced changes by ozone recovery is found in the
CMIP3 model output. Some of the CMIP3 models did
not include ozone depletion and recovery, while others
did, and building on previous work (Son et al. 2008,
2009), we use these ozone differences to extract the sig-
nature of ozone depletion and recovery on future circu-
lation trends by grouping the CMIP3 models into those
with time-varying ozone (varyO3) and those without
(fixO3).
Figure 4 shows the time series of jet position from the

twentieth century and A1B experiments of the CMIP3
models. The trends for the varyO3 models (Fig. 4a) are
most similar to those of the CMIP5 RCP8.5 simulations
(Fig. 1a), with ozone depletion inducing a 21.58 shift of
the jet and ozone recovery canceling GHG-induced
circulation trends, yielding an insignificant trend in the
jet position between 2005 and 2045. The fixO3 models
tell a different story (Fig. 4b), with the future trends in
jet position across all three periods being statistically
indistinguishable from one another at 95% confidence
(calculated using a comparison of means).
The trends at the end of the twenty-first century

(when ozone has recovered) in varyO3 and fixO3 are
statistically the same (approximately 20.28decade21),
confirming that nonozone-forced circulation trends are
similar across the two model groups. This supports our
conclusion that differences between the trends during
the O3DEPL and O3RCVR periods are due to the ad-
dition and cancellation of wind trends caused by ozone
depletion and recovery. Furthermore, the jet position
trends duringO3DEPL are statistically the samebetween
the CMIP3 varyO3 integrations and the CMIP5 RCP’s
(approximately 20.58decade21), further strengthening
the quantitative projections of the CMIP models.

5. Shifts in the subtropical dry zones

The cancellation of GHG-induced climate trends
by ozone recovery is also found in another important
measure of the atmospheric circulation: the extent of the
subtropical dry zones. The expansion of the atmospheric
overturning circulation (Hadley cell) and concurrent
expansion of the subtropical dry zones has been docu-
mented in the observations (Seidel et al. 2008; Fu et al.
2006), and modeling studies suggest such a trend can be

FIG. 2. As in Fig. 1, but for JJA.
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diagnostics: rather, they confirm a broad hemispheric-
wide response of the circulation to stratospheric ozone
depletion and recovery. These similarities also support
the conclusions of Scheff and Frierson (2012b), whereby
the shifts in the hydrological cycle are coupled to the
simultaneous poleward shift of theHadley cell edge with
the midlatitude storm tracks and jet.

6. Seasonality of the circulation trends

The seasonality of stratospheric ozone depletion and
recovery is documented extensively in the model-based
literature (see, e.g., Eyring et al. 2013). We exploit this
seasonality to provide further evidence that the reduced
trends in the period 2005–45 are largely a result of
stratospheric ozone recovery canceling the effects of
GHG increases. Figure 6a shows the total shift in the
jet latitude as a function of month and time period for
RCP8.5; similarly, Fig. 6b shows the shift in the sub-
tropical dry zone edge. During the O3DEPL period
(1970–2005; red curves), the largest poleward shifts are
found in the summer, when springtime stratospheric
ozone depletion induces the largest tropospheric re-
sponse; no consistent trend among the models is found
during the winter months, as previously shown. During
the O3RCVR period (2005–45; black curves), most
models exhibit a poleward shift of the jet and dry zone
edge outside of the summer months. The near-zero multi-
model mean shift during summer confirms that ozone

recovery is canceling the GHG-induced shift in DJF.
When ozone has largely recovered (2045–2100; blue
curves), there is less seasonal variation in the trends of
the jet and subtropical dry zone positions. This further
supports the conclusion that the seasonality of the trends
during the O3DEPL period cannot be due to GHGs
alone, as these influence the circulation year-round.
Note that the seasonality of trends in Fig. 6a is clearer
than Fig. 6b, since the ozone signal weakens with dis-
tance from the pole as noted by Polvani et al. (2011b).

7. Seasonal surface temperature trends

Bitz and Polvani (2012) studied the effects of strato-
spheric ozone depletion on Southern Hemisphere sur-
face temperatures using an ocean eddy–resolving coupled
climate model and found that the annual-mean mid- to
high-latitude surface temperatures warmed with ozone
depletion. The opposite response is expected to follow
from the projected recovery of stratospheric ozone, as
suggested by the results of Smith et al. (2012). In this
section we investigate whether a surface temperature
response to ozone depletion and recovery can be iden-
tified in the Southern Hemisphere climate in CMIP5.
The RCP8.5 simulations show a monotonic increase

of 2-m air temperature over the Southern Ocean (468–
908S) in the annual mean (Fig. 7a), with the warming
trends increasing steadily with time over the next cen-
tury. The summer and winter months, individually, also

FIG. 6. Shift in the SouthernHemisphere (a) jet and (b) dry zone edge (zero crossing of precipitationminus evaporation) as a function of
month for three time periods over the historical and RCP8.5 scenarios. (c) Similar to (a),(b), but for the area-averaged high-latitude (468–
908S) 2-m air temperature. In all panels, the bars denote the 25th–75th percentile range, and the crosses denote values outside of this
interval. The calculation is done as a time-slice difference, and the years used for each time period are given in Table 3.
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ABSTRACT

The response of the Southern Hemisphere (SH), extratropical, atmospheric general circulation to transient,
anthropogenic, greenhouse warming is investigated in a coupled climate model. The extratropical circulation
response consists of a SH summer half-year poleward shift of the westerly jet and a year-round positive wind
anomaly in the stratosphere and the tropical upper troposphere. Along with the poleward shift of the jet, there
is a poleward shift of several related fields, including the belt of eddy momentum-flux convergence and the
mean meridional overturning in the atmosphere and in the ocean. The tropospheric wind response projects
strongly onto the model’s ‘‘Southern Annular Mode’’ (also known as the ‘‘Antarctic oscillation’’), which is the
leading pattern of variability of the extratropical zonal winds.

1. Introduction

In this report, we analyze the circulation changes sim-
ulated by the Geophysical Fluid Dynamics Laboratory
(GFDL) Climate Dynamics Group’s coupled general cir-
culation model (GCM) in a series of transient global-
warming ‘‘scenario’’ integrations. In these integrations,
greenhouse-gas and sulfate-aerosol concentrations are
gradually increased. We focus on the response of the
zonal-mean Southern Hemisphere (SH) extratropical
circulation for several reasons. First, since the SH cir-
culation is largely zonally symmetric, it is practical to
analyze the response within a relatively simple zonally
symmetric dynamical framework. In addition, as we will
discuss below, the model’s SH extratropical circulation
response is more robust than its Northern Hemisphere
(NH) response, in the sense that it is similar among
GFDL coupled models of varying resolution and among
models from other institutions. Last, the SH focus has
been stimulated by recent observational and modeling
work in the climate-change context (Thompson and
Wallace 1998, 2000; Fyfe et al. 1999; Thompson et al.
2000). This work suggests that the simulated response
may be related to observed atmospheric circulation
trends in the SH.
This study aims to describe the model’s SH circula-

tion response to greenhouse warming, as a prelude to
an improved dynamical understanding of this response.
After describing the model and the integrations per-
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formed (section 2), we present an overview of the SH
coupled-model response (section 3). We then show how
the wind response can be decomposed into a part that
projects strongly onto the model’s ‘‘Southern Annular
Mode’’ (SAM) [see, e.g., Limpasuvan and Hartmann
(1999) and Thompson and Wallace (2000)] and into a
distinct, large-scale, response that extends from the
model’s tropical upper troposphere into the entire hemi-
sphere’s stratosphere (section 4). Last, we discuss
whether these results are relevant to observed trends in
the SAM and other open research issues (section 5).

2. Model description
We analyze output from the GFDL coupled atmo-

sphere–ocean–land–ice model (Manabe et al. 1991;
Manabe and Stouffer 1996; Haywood et al. 1997; Knut-
son et al. 1999). The atmospheric model uses finite dif-
ferences in the vertical, with 14 vertical levels, and a s
(scaled pressure) coordinate defined by

p
s 5 , (1)

ps
where p is the pressure and ps is the surface pressure.
In the horizontal, the model uses the spectral transforms
method, with R30 resolution, which utilizes a grid with
approximately 2.258 lat 3 3.758 long resolution. The
global ocean model is the Modular Ocean Model
(MOM1; Pacanowski et al. 1991), with 18 vertical levels
and roughly 28 horizontal resolution. In order to reduce
climate drifts, heat and salinity fluxes are adjusted by
amounts that vary from season to season but not from
year to year (Manabe et al. 1991). The flux adjustments
are therefore independent of the state of the system. The
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FIG. 4. The seasonal cycle of the climatological surface zonal-mean zonal wind for (a) the
800-yr time mean of the control integration, and (b) the ensemble mean response, years 2065–
89. (c), (d) As in (a) and (b), but at 250 mb. Shading and dashed contours indicate negative
values. Contour interval: (a) 2 m s21; (b) 0.25 m s21; (c) 5 m s21; (d): 0.5 m s21.

changing shape, by a meridional distance dy, then the
change in the wind dU is

]U
dU 5 U(y 2 dy, p) 2 U(y, p) ¯ 2dy . (3)

]y
In Eq. (3), the approximation follows for displacements
dy that are small when compared with the scale of var-
iation of the jet. Suppose, instead of using Eq. (3), that
we estimate the wind response by

]UˆdU 5 2dŷ 1 c . (4)1]y
In Eq. (4), dÛ is the estimate of dU and is assumed to
be linearly related to the control-integration 2]U/]y,
using an estimated linear-regression coefficient dŷ and
an estimated intercept c1. If the resulting sample cor-

relation coefficient r2 were close to unity and the con-
stant c1 were small in comparison with the characteristic
amplitude of dU, the description, represented by Eq.
(3), of the wind response as a shift would be appropriate.
We calculate the linear least squares estimate [Eq.

(4)] for the surface zonal-mean zonal-wind response and
find that Eq. (3) is indeed an appropriate description.
In order to match the extratropical wind response pat-
tern, no cosine-of-latitude weighting has been used in
the estimate. The estimate yields dŷ 5 20.828 latitude,
which corresponds to a southward shift of about 0.88
latitude. The correlation between the response dU and
the meridional wind shear ]U/]y is strong, with r2 5
0.95. The intercept, c1 5 0.06 m s21, is small in com-
parison with the characteristic strength of the anomaly,
which is about 0.8 m s21. The estimate is shown in Fig.
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ABSTRACT

The steady-state extratropical atmospheric response to thermal forcing is investigated in a simple atmo-
spheric general circulation model. The thermal forcings qualitatively mimic three key aspects of anthropo-
genic climate change: warming in the tropical troposphere, cooling in the polar stratosphere, and warming at
the polar surface. The principal novel findings are the following:
1) Warming in the tropical troposphere drives two robust responses in the model extratropical circulation:

poleward shifts in the extratropical tropospheric storm tracks and a weakened stratospheric Brewer–Dobson
circulation. The former result suggests heating in the tropical troposphere plays a fundamental role in the
poleward contraction of the storm tracks found in Intergovernmental Panel on Climate Change (IPCC)-class
climate change simulations; the latter result is in the opposite sense of the trends in the Brewer–Dobson
circulation found in most previous climate change experiments.
2) Cooling in the polar stratosphere also drives a poleward shift in the extratropical storm tracks. The

tropospheric response is largely consistent with that found in previous studies, but it is shown to be very
sensitive to the level and depth of the forcing. In the stratosphere, the Brewer–Dobson circulation weakens at
midlatitudes, but it strengthens at high latitudes because of anomalously poleward heat fluxes on the flank of
the polar vortex.
3)Warming at the polar surface drives an equatorward shift of the storm tracks. The storm-track response to

polar warming is in the opposite sense of the response to tropical tropospheric heating; hence large warming
over theArcticmay act to attenuate the response of theNorthernHemisphere storm track to tropical heating.
4) The signs of the tropospheric and stratospheric responses to all thermal forcings considered here are robust

to seasonal changes in the basic state, but the amplitude and details of the responses exhibit noticeable dif-
ferences between equinoctial and wintertime conditions. Additionally, the responses exhibit marked non-
linearity in the sense that the response to multiple thermal forcings applied simultaneously is quantitatively
different from the sum of the responses to the same forcings applied independently. Thus the response of the
model to a given thermal forcing is demonstrably dependent on the other thermal forcings applied to themodel.

1. Introduction

There is increasing evidence that anthropogenic forc-
ing has driven and will drive several robust changes in
the extratropical circulation. Among the most robust
changes are poleward shifts in the extratropical storm
tracks consistent with positive trends in the northern and
southern annular modes of variability. Observations re-
veal robust positive trends in the southern annular mode
(SAM) during austral spring/summer that are consistent
with forcing by the Antarctic ozone hole (Thompson and

Solomon 2002). Observations also reveal positive trends
in the northern annular mode (NAM; Hurrell 1995;
Thompson et al. 2000), albeit the trends in theNAMhave
weakened since the late 1990s (e.g., Overland and Wang
2005).
Similar behavior is found in climate models. Numer-

ical simulations forced by the observed stratospheric
ozone depletion are capable of reproducing the ampli-
tude, structure, and seasonality of the observed trend in
the SAM (Gillett and Thompson 2003; Arblaster and
Meehl 2006; Miller et al. 2006), and simulations forced
by future ozone recovery reveal a SAM trend in the
opposite sense (Son et al. 2008). Numerical simulations
forced with increasing atmospheric carbon dioxide also
reveal marked positive trends in the annular modes,
with more robust trends in the Southern Hemisphere
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FIG. 2. The zonal-mean response to tropical tropospheric heating. Bold black lines in all plots represent the control run tropopause
height. (left) The thermal forcing (K day21). (middle) The total eddy heat flux response (shading) (K m s21) and the temperature re-
sponse (contours) (K). (right) The total eddy momentum flux response (shading) (m2 s22) and the zonal-mean zonal wind response
(contours) (m s21). (a) Results for tropical upper-tropospheric heating; (b) results for shallow tropical upper-tropospheric heating;
(c) results for narrow tropical upper-tropospheric heating; (d) results for tropical heating centered at 500 hPa. Note the forcings are shown
pole–pole but the responses are shown for only one hemisphere. The thermal forcings are detailed in Table 1.
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to polar warming is in the opposite sense of the response
to both tropical tropospheric warming and polar strato-
spheric cooling.

4. Sensitivity to multiple thermal forcings and
changes in the basic state

The atmospheric basic state likely plays an important
role in determining the response of the eddy fluxes of
heat and momentum to thermal forcing (e.g., Sigmond
and Scinocca 2010). In this section, we examine the ef-
fects of the background state in two ways: 1) we examine
the effects of applying multiple thermal forcings simul-
taneously, and 2) we examine the effects of changing the
basic state from equinoctial to wintertime conditions.

a. Multiple thermal forcings

In Fig. 8 we examine the combined response to mul-
tiple forcings and then compare the results with the sum
of the responses to the individual forcings. We consider
three principal thermal forcings: the tropical tropo-
spheric heating from Fig. 2a, the polar stratospheric
cooling from Fig. 5a, and the polar surface warming
from Fig. 7. The stratospheric cooling is limited to the
SH to represent hemispheric asymmetries in ozone de-
pletion; the polar surface warming is limited to the NH
to represent hemispheric asymmetries in polar climate
change. The combined forcing is shown in the top panel
in Fig. 8; the responses to the combined forcing are
shown in Fig. 8b; and the sums of the individual re-
sponses to the three forcings from Fig. 2a, Fig. 5a (ap-
plied to the SH), and Fig. 7 (applied to the NH) are
shown in Fig. 8c.
The results in Fig. 8 confirm that the effects on the

extratropical storm tracks of tropical tropospheric and
polar surface warming are in the opposite sense. Thus
the simulated response of the storm track to tropical

tropospheric warming is mitigated in the Northern
Hemisphere by Arctic warming, and this mitigation may
provide an explanation for the relatively weak annular
mode trends found in the NH in several climate change
simulations (e.g., Miller et al. 2006). More surprisingly,
the results in Fig. 8 highlight a high degree of nonlinearity
in the response to multiple thermal forcings. The re-
sponse to the combined forcings (Fig. 8b) is structurally
similar but very different in amplitude to the sum of
the individual responses (Fig. 8c), particularly in the SH.
The most pronounced differences between the combined
responses and the sum of the individual responses are
stronger cooling in the SH and tropical stratosphere in
the combined response (cf. the left panels in Figs. 8b,c)
but larger tropospheric zonal wind anomalies in the sum-
med responses (cf. the right panels in Figs. 8b,c). The
results in Figs. 8b,c thus reveal that the amplitude of the
response to a given thermal forcing is strongly dependent
on the other thermal forcings applied to the system.

b. Changing the basic state from equinoctial to
wintertime conditions

In Figs. 9–11 we examine the effects of changing the
basic state from equinoctial to wintertime conditions
on some of our key results. In the experiments described
in section 3, the basic state is driven by relaxation to ra-
diative equilibrium temperatures that approximate equi-
noctial conditions. The equinoctial basic state is associated
with strong westerly jets that peak near 250 hPa and 458
latitude and decrease with height into the stratosphere
(Fig. 1b). The extratropical stratospheric zonal flow is
weaklywesterly and thus permits the vertical propagation
of Rossby waves. The stratospheric residual circulation is
poleward throughout the stratosphere (Fig. 4; black line).
Figure 9 shows the model basic state for radiative

equilibrium temperatures that approximate wintertime
conditions. Here we use the wintertime equilibrium

FIG. 7. As in Fig. 2, but for (left) the responses to the polar surface thermal forcing.
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Experimental setup
- Control: 

- spin-up for 3 years, 6 years for climatology

- Heating runs:

- 9 branching runs each of length 540 days

- branches are 10 days apart in a month, so 3 per month per year

- heating is held constant throughout the 540 days (initialized in specific month)

- all quantities are first averaged over ensembles before any analysis
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Heating profiles
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Temperature response in first month of Jan. heating
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POLAR: zonal wind response to January heating

- response is a decrease 
in zonal winds

- response is an 
equatorward shift of 
the jet

- response to January 
heating is largest in 
spring
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POLAR: seasonality of the response of u
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POLAR: seasonality of the response of u
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- response is an 
increase in zonal winds

- response is a poleward 
shift of the jet

- response to January 
heating is largest in 
autumn
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TROP: seasonality of the response of u
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TROP: seasonality of the response of the jet position
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Hadley cell edge and midlatitude jet location

Ceppi & Hartmann (2013)

the strongest correlations between 
the Hadley cell edge and the jet will 
occur when the meridional gradient 
of the upper-tropospheric zonal 
winds is weakest (i.e. in summer 
when the winds are weakest)

Kang & Polvani (2011)

Summer
Wintershorter for the reanalysis, and the usual caveats are in

order for years before 1979: nonetheless, the universal
agreement across all models is clearly a sign of robust
behavior.

Beyond the strong visual impression, we have com-
puted the actual values of the correlation coefficients
between uU850 and uC500, for the SH: these are shown in
Fig. 3a. To explore whether these coefficients are sen-
sitive to climate change, we have computed them for
both the 20C3M (darker shades) and the A2 scenario
integrations (lighter shades). Very little difference was
found. For the 20C3M integrations, the multimodel en-
semble mean value of the (uU850, uC500) correlation is
0.82 6 0.08 for DJF and drops to only 0.40 6 0.19 in JJA.
The corresponding values for the A2 data are 0.76 6 0.15

in DJF and 0.39 6 0.22 for JJA, indicating that climate
change does not significantly affect this correlation.

As an alternative validation that the Hadley cell edge
is seasonally related to extratropical eddies on inter-
annual time scales, we consider an additional measure
of extratropical eddy activity: the eddy momentum flux
divergence S. In the upper troposphere, the steady, zonal-
mean circulation approximately obeys ( f 1 z)y ’ S.1 One
would then expect that the zeros of y (and thus of c) and
S would coincide in the climatological mean, as pointed
out by Korty and Schneider (2008) using an idealized dry

FIG. 2. Scatterplots of uC500, the detrended edge of the southern Hadley cell (on the abscissa), and uU850, the detrended latitude of
850-hPa maximum zonal-mean zonal wind in SH (on the ordinate), for 1901–99 in 20C3M scenario integrations from the CMIP3
archive. Red denotes austral summer (DJF), and blue is austral winter (JJA). Different shapes correspond to different ensemble
members of the same model, and the number of ensemble members is given in the parentheses. (bottom right) Similar plot from the
NCEP–NCAR reanalysis.

1 Here y is the meridional velocity, f is the planetary vorticity, z is
the relative vorticity, and overbars denote time and zonal averaging.
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TROP: wind response at 300 hPa

- response of u is largest for 
tropical heating in the summer/
autumn when the zonal winds 
are weakest

- further work is needed to 
confirm that this is due to the 
Hadley circulation response 
being coupled to the 
midlatitude wind response in 
that season 
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- Results for the North Atlantic only

- Arctic warming explains the most model 
spread in the zonal wind response in spring

- This is not a measure of the model’s 
climate sensitivity (green lines)

POLAR: Explaining CMIP5 model spread with AA
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Fig. 4. Correlations of the circulation and temperature responses over the North Atlantic/North America
sector for the long-term projections. Black curves denote the multi-model mean circulation response as a
function of month of the (a) 500 hPa zonal wind change averaged between 30o-70o N, (b) jet speed, (c) 500
hPa geopotential height phase speed change for wave numbers 1-6 and (d) blocking frequency. Bars signify
the 10th-90th percentile range and crosses denoting models outside of this range. Colored curves show the
correlation as a function of month between the models’ 850 hPa temperature responses and the responses of
the respective circulation fields (see text for details). Colored circles denote correlations significant at 95%
confidence.
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- Results for the North Atlantic only

- Arctic warming explains the most model 
spread in the zonal wind response in spring

- This is not a measure of the model’s 
climate sensitivity (green lines)

POLAR: Explaining CMIP5 model spread with AA

A M J J A S O N D J F M

−1

−0.5

0

0.5

1

−1

−0.5

0

0.5

1

   
   

   
   

co
rre

la
tio

n 
   

   
   

   
   

   
   

   
   

   
   

 w
in

d 
re

sp
on

se
 (m

/s
)

(a) u500 (30N−70N)

 

 

A M J J A S O N D J F M

−1

−0.5

0

0.5

1

−2

−1

0

1

2

   
   

   
   

co
rre

la
tio

n 
   

   
   

   
   

   
   

   
   

   
 je

t s
pe

ed
 re

sp
on

se
 (m

/s
)

(b) jet speed

A M J J A S O N D J F M

−1

−0.5

0

0.5

1

−2

−1

0

1

2

   
   

   
   

co
rre

la
tio

n 
   

   
   

   
   

   
   

   
   

   
   

 p
ha

se
 s

pe
ed

 re
sp

on
se

 (m
/s

)

(c) Z500 Cp (30N−70N)

A M J J A S O N D J F M

−1

−0.5

0

0.5

1

−6

−3

0

3

6

   
   

   
   

co
rre

la
tio

n 
   

   
   

   
   

   
   

   
   

   
   

 b
lo

ck
in

g 
re

sp
on

se
 (e

ve
nt

s/
se

as
on

) (d) Blocking frequency

Arctic minus tropical

tropical temp. change (0−15N)

Arctic temp. change (70N−90N)

Arctic amplification

Fig. 4. Correlations of the circulation and temperature responses over the North Atlantic/North America
sector for the long-term projections. Black curves denote the multi-model mean circulation response as a
function of month of the (a) 500 hPa zonal wind change averaged between 30o-70o N, (b) jet speed, (c) 500
hPa geopotential height phase speed change for wave numbers 1-6 and (d) blocking frequency. Bars signify
the 10th-90th percentile range and crosses denoting models outside of this range. Colored curves show the
correlation as a function of month between the models’ 850 hPa temperature responses and the responses of
the respective circulation fields (see text for details). Colored circles denote correlations significant at 95%
confidence.

20

Barnes & Polvani (in prep)

A M J J A S O N D J F M

−1

−0.5

0

0.5

1

−1

−0.5

0

0.5

1

   
   

   
   

co
rre

la
tio

n 
   

   
   

   
   

   
   

   
   

   
   

 w
in

d 
re

sp
on

se
 (m

/s
)

(a) u500 (30N−70N)

 

 

A M J J A S O N D J F M

−1

−0.5

0

0.5

1

−2

−1

0

1

2

   
   

   
   

co
rre

la
tio

n 
   

   
   

   
   

   
   

   
   

   
 je

t s
pe

ed
 re

sp
on

se
 (m

/s
)

(b) jet speed

A M J J A S O N D J F M

−1

−0.5

0

0.5

1

−2

−1

0

1

2

   
   

   
   

co
rre

la
tio

n 
   

   
   

   
   

   
   

   
   

   
   

 p
ha

se
 s

pe
ed

 re
sp

on
se

 (m
/s

)

(c) Z500 Cp (30N−70N)

A M J J A S O N D J F M

−1

−0.5

0

0.5

1

−6

−3

0

3

6

   
   

   
   

co
rre

la
tio

n 
   

   
   

   
   

   
   

   
   

   
   

 b
lo

ck
in

g 
re

sp
on

se
 (e

ve
nt

s/
se

as
on

) (d) Blocking frequency

Arctic minus tropical

tropical temp. change (0−15N)

Arctic temp. change (70N−90N)

Arctic amplification

Fig. 4. Correlations of the circulation and temperature responses over the North Atlantic/North America
sector for the long-term projections. Black curves denote the multi-model mean circulation response as a
function of month of the (a) 500 hPa zonal wind change averaged between 30o-70o N, (b) jet speed, (c) 500
hPa geopotential height phase speed change for wave numbers 1-6 and (d) blocking frequency. Bars signify
the 10th-90th percentile range and crosses denoting models outside of this range. Colored curves show the
correlation as a function of month between the models’ 850 hPa temperature responses and the responses of
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Final thoughts...

- Preliminary results suggest that certain seasons may be 
“primed” for a larger jet response

- this result is independent of the timing of the initial heating

- These results aren’t necessarily surprising
- many studies have shown different sensitivities of the circulation to mean-state (e.g. jet 

latitude or subtropical jet proximity)
- However, a thorough understanding of the circulation seasonality to a fixed forcing is likely 

required to understand circulation changes over the 21st Century

- Much more work to be done...
- e.g. determine robustness to model setup, mean state, magnitude of forcing, sign of forcing
- experiment with both polar and tropical upper-tropospheric heating imposed at the same 

time
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CMIP5 seasonality of historical jet-stream position
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Title here

SPARC ozone dataset. Note that, in this integration, we
leave the halocarbons at 1960 levels, which might appear
inconsistent. However, the key point of this paper is to
show the importance of stratospheric ozone depletion:
this is why we leave all other forcings untouched, to
avoid any unnecessary complications. In any case, the
greenhouse effects of CFCs are very small, when com-
pared with those of the major greenhouse gases.

To contrast the relative effects of ozone depletion with
those of greenhouse gas increases, a third integration la-
beled GHG2000 is performed, with all forcings at year
2000 levels, except for ozone, which is left at 1960 levels.
Note that the SSTs in this integration are also averaged
over a 17-yr period, specifically 1992–2008 (the Hadley
Centre SSTs being available only up to 2008 at the time
this work was performed). The idea here is to quantify the
response of the model to the greenhouse gas increase
alone, including the fact that SSTs warm up as a conse-
quence of that increase, but in the nearly1 complete ab-
sence of the ozone depletion.

Finally, to evaluate the linearity of the response, we
perform an integration in which all forcings are set at
year 2000 levels; this integration is labeled BOTH2000.
As we will show below, for some features of the atmo-
spheric circulation the model’s response is somewhat
(though not always) linear and, where so, caused to
a large extent by ozone depletion.

One final note about the forcings used in this study.
Since the Hadley Centre SSTs are widely used, we do
not show here the difference between the 1952–68 and
the 1992–2008 averages. However, the SPARC ozone
dataset is relatively new (in fact, it has not been used in
any model integrations we are aware of), and so we il-
lustrate the physical extent of the ozone hole that is at
the basis of this study. In Fig. 1 its seasonal, vertical, and
latitudinal characteristics (as represented in the SPARC
dataset) are shown. Three items are worthy of note.
First, while the SH ozone minimum peaks in October,
the depletion (and thus the accompanying direct ther-
mal effect in the lower stratosphere) lasts for several
months, roughly from September to November. Second,
the latitudinal extent, though confined largely to the SH,
spans nearly 308 of latitude, from the South Pole to al-
most 608S. Third, the bulk of the ozone hole is in the
lowermost stratosphere, with the depletion extending
down below 100 hPa. Since ozone depletion over the SH
polar cap is of very large amplitude, has a broad lat-
itudinal extent, lasts for several months, and is located
just above the tropopause, one might expect it to have

FIG. 1. The horizontal and vertical extents of the ozone hole used in the study, from the SPARC ozone dataset. (left) Latitudinal cross
section at 50 hPa. (right) Vertical extent over the polar cap (defined as the area south of of 658S). Units are ppmv. The ozone hole is the
prominent white area in both panels.

1 It is conceivable that ozone depletion might also affect the
SSTs, but it is reasonable to believe that such an effect would be
relatively small in comparison to the one induced by increasing
greenhouse gases. This paper, therefore, is concerned with what
might be called the direct effect of ozone depletion. An indirect
effect—mediated by the changing of SSTs due to ozone depletion—
may exist, but is likely to be small, as reported in the recent study of
Sigmond et al. (2010).
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ABSTRACT

The importance of stratospheric ozone depletion on the atmospheric circulation of the troposphere is
studied with an atmospheric general circulation model, the Community Atmospheric Model, version 3
(CAM3), for the second half of the twentieth century. In particular, the relative importance of ozone de-
pletion is contrasted with that of increased greenhouse gases and accompanying sea surface temperature
changes. By specifying ozone and greenhouse gas forcings independently, and performing long, time-slice
integrations, it is shown that the impacts of ozone depletion are roughly 2–3 times larger than those associated
with increased greenhouse gases, for the Southern Hemisphere tropospheric summer circulation. The for-
mation of the ozone hole is shown to affect not only the polar tropopause and the latitudinal position of the
midlatitude jet; it extends to the entire hemisphere, resulting in a broadening of the Hadley cell and a pole-
ward extension of the subtropical dry zones. The CAM3 results are compared to and found to be in excellent
agreement with those of the multimodel means of the recent Coupled Model Intercomparison Project
(CMIP3) and Chemistry–Climate Model Validation (CCMVal2) simulations. This study, therefore, strongly
suggests that most Southern Hemisphere tropospheric circulation changes, in austral summer over the second
half of the twentieth century, have been caused by polar stratospheric ozone depletion.

1. Introduction

The most prominent and robust feature of climate
change in the Southern Hemisphere (SH) over the sec-
ond half of the twentieth century is an increase in zonal
mean sea level pressure difference between the mid and
high latitudes, commonly referred to as an increase in the
positive phase of the southern annular mode (SAM) index

(Thompson et al. 2000; Marshall 2003; Fogt et al. 2009).
This positive SAM trend reflects a poleward shift of the
midlatitude SH jet and the accompanying storm tracks
(Archer and Caldeira 2008), the concomitant poleward
shift of the edge of the Hadley circulation (Hu and Fu
2007), and poleward expansion of the subtropical dry zones
(Previdi and Liepert 2007).

The cause of these trends remains, however, un-
known. Considering the seasonality of the observed
trends, Thompson and Solomon (2002) suggested that
stratospheric ozone depletion may be an important con-
tributor. This has been borne out in a number of mod-
eling studies spanning the whole spectrum of model
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setting the seasonal cycle in the dry GCM
[22] The stratospheric relaxation temperature is given by

Tstrat
eq p;fð Þ ¼ 1$W fð Þ½ &TUS pð Þ þW fð ÞTPV pð Þ ðA1Þ

where TUS is the U.S. Standard Temperature (1976),
TPV pð Þ ¼ TUS pTð Þ p=pTð Þ$Rg=g is the temperature of an atmo-
sphere with a constant lapse rate g, and W(f) is a weight function
used to confine the cooling over the winter pole,

W fð Þ ¼ 1=2ð Þ 1$ tanh f$ f0ð Þ=df½ &ð Þ ðA2Þ

with f0 = $50 and df = 10. The no-polar-vortex case is obtained
by setting W(f) = 0.
[23] The tropospheric relaxation temperature is given by

Ttrop
eq p;fð Þ ¼ max TT ; T0 $ dTð Þ p=p0ð Þk½ &; ðA3Þ

where T0 = 315 K, p0 = 1000 mb, and k = 2/7, with

dT ¼ dy sin2fþ e sin fþ dz log p= p0ð Þcos2f ðA4Þ

where dy = 60K, dz = 10K, and e = 10K. The nonzero value of e
provides a simple asymmetry between the winter and summer
hemispheres. Continuity of Teq at p = pT results from the choice
TT = TUS(pT).

[24] The sponge layer is applied as a linear damping term on
the momentum equations, with a damping coefficient ksp = 0 for
p ( psp, and ksp( p) = kmax[(psp $ p)/psp]

2 for p < psp. We have
used psp = 0.5 mb and kmax = 0.5 day$1.
[25] In order to minimize numerical diffusion, we have used a

r6 hyperviscosity, with a diffusion time scale of half a day on the
largest resolved wavenumber.
[26] For future reference, we note that the code used for this

study is based on a pre-release (‘‘damascus’’) version of the
NOAA/GFDL Flexible Modeling System spectral dynamical core.
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contours are dashed.

18 - 4 POLVANI AND KUSHNER: TROPOSPHERIC RESPONSE TO STRATOSPHERIC PERTURBATIONS

Tropospheric response to stratospheric perturbations

in a relatively simple general circulation model

Lorenzo M. Polvani1

Atmospheric and Oceanic Sciences Program, Princeton University, Princeton, New Jersey, USA

Paul J. Kushner
NOAA/Geophysical Fluid Dynamics Laboratory, Princeton, New Jersey, USA

Received 26 October 2001; revised 10 January 2002; accepted 10 January 2002; published 10 April 2002.

[1] The sensitivity of the tropospheric extratropical circulation to
thermal perturbations of the polar stratosphere is examined in a dry
primitive equation general circulationmodel with zonally symmetric
forcing and boundary conditions. For sufficiently strong cooling of
the polar winter stratosphere, the winter-hemisphere tropospheric jet
shifts polewards and strengthens markedly at the surface; this is
accompanied by a drop in surface pressure at high latitudes in the
same hemisphere. In addition, this extratropical tropospheric
response is found to be very similar to the model’s leading pattern
of internal variability. These results are tested for robustness at
several horizontal and vertical resolutions, and the same
tropospheric response is observed at all but the lowest resolution
tested. The behavior of this relatively simple model is broadly
consistent with recent observational and modeling studies of trends
in extratropical atmospheric variability. INDEX TERMS: 1620
Global Change: Climate Dynamics (3309); 3319 Metrology and
Atmospheric Dynamics: General Circulation; 3362 Metrology and
Atmospheric Dynamics: Stratosphere/troposphere interactions;
3367 Metrology and Atmospheric Dynamics: Theoretical modeling

1. Introduction

[2] Whether and to what degree the stratosphere plays a role in
the surface climate and its variability is a question that has lately
been receiving much attention (see, e.g., Hartmann et al. [2000]
for a recent discussion).
[3] On the observational side, the leading patterns of atmos-

pheric variability — apparently extending from sea level all the
way into the stratosphere — are showing amplitude trends that
appear to be highly correlated with recent trends in surface
temperature in the northern high latitudes [Hurrell, 1995; Thomp-
son and Wallace, 1998]. However, a clear dynamical picture of
how the stratosphere might be coupled to the tropospheric circu-
lation is still missing.
[4] On the modeling side, the situation is also unclear. One

study has suggested that an adequate resolution of the stratosphere
is necessary to simulate the above trends [Shindell et al., 1999],
while another study seems to reject this conclusion [Fyfe et al.,
1999]. Unfortunately, the complexity of comprehensive general
circulation models makes it nearly impossible to independently
reproduce the specific results of any one model, or to ascertain the
robustness of such results to variations in model parameters.
[5] With reproducibility and robustness as primary concerns, we

here employ a relatively simple atmospheric model to answer the

following question: If the stratospheric temperature is directly
perturbed in a controlled manner, can one detect corresponding
changes in the tropospheric circulation? As we will show, our
numerical experiments suggest that the answer is yes.

2. Method

[6] Our numerical model solves the dry hydrostatic primitive
equations in s coordinates, using a spectral-transform method in the
horizontal, a Simmons-Burridge finite-difference method in the
vertical, and an Asselin-filtered semi-implicit leapfrog scheme for
time integration; these techniques are completely standard. The
model is forced with a Newtonian relaxation of the temperature
field to a prescribed equilibrium profile, which is taken to be a
function of latitude and pressure alone. Since the model has no
topography, or other longitudinally varying forcings, it is free of
stationary planetary waves.
[7] To ensure future reproducibility, all model equations and

parameter values are taken to be identical to those in Held and
Suarez [1994] (hereafter referred to as HS94), unless explicitly
stated. The two main differences between our model and HS94 are
the location of the model levels (detailed in the Appendix) and the
choice of the equilibrium temperature profile Teq, which we take to
be of the form

Teq p;fð Þ ¼
Ttrop
eq p;fð Þ for p $ pT

Tstrat
eq p;fð Þ for p < pT

(

ð1Þ

where p is the model pressure, f the latitude, and pT = 100 mb a
nominal tropopause height. The precise analytic forms are given in
the Appendix, together with all other numerical details.
[8] In the troposphere, baroclinic eddies are generated via an

equator-to-pole temperature gradient maintained by Teq
trop, which is

chosen to be nearly identical to the one in HS94, the only minor
difference being a term that breaks the hemispheric symmetry and
strengthens the tropospheric jet in the winter hemisphere.
[9] In the stratosphere, Teq

strat varies smoothly with latitude from a
profile with a constant lapse rate g over the winter pole to a profile
identical to the U.S. Standard Atmosphere [1976] at lower latitudes
and in the summer hemisphere. In our simple model, therefore, the
singleparameterg,whoseunits areK/km,allowsus todirectly control
the stratospheric temperature and thus the strengthof the polar vortex.
[10] Finally, a sponge layer is used in the top levels of the model

to prevent spurious reflection (the explicit form is given in the
Appendix). In all figures below, results and analysis are shown for
the region below the sponge layer.

3. Results

[11] In Figure 1, the zonally averaged zonal winds of five
experiments are presented. Each experiment is integrated
10,000 days, with 40 levels in the vertical, at a horizontal resolution
of T42 (whoseGaussian grid is roughly 3!% 3!), andwith a time step
of 600 s. An initial spin-up period of 1,000 days is discarded, leaving
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Fig. S2. The CMIP5 multimodel mean jet shift as a function of month between the RCP8.5 (1976–2099) and Historical (1980–2004) climate scenarios whereby
the jet latitude is defined using the vertically integrated (A) 850- to 500-hPa and (B) 850- to 250-hPa zonal winds. The vertical bars denote the 25th to 75th
percentile range, and the crosses denote values outside of that range.

Table S1. Data availability of CMIP5 model output

Model name Monthly u Daily u, v

BCC-CSM1.1 x x
BNU-ESM x x
CanESM2 x x
CCSM4 x
CMCC-CM x x
CNRM-CM5 x x
CSIRO-Mk3-6–0 x x
FGOALS-g2 x x
FGOALS-s2 x x
GFDL-CM3 x x
GFDL-ESM2G x x
GFDL-ESM2M x x
GISS-E2-H x
GISS-E2-R x
HadGEM2-CC x x
HadGEM2-ES x x
INMCM4 x x
IPSL-CM5A-LR x x
IPSL-CM5A-MR x x
IPSL-CM5B-LR x
MIROC-ESM x x
MIROC-ESM-CHEM x x
MIROC5 x x
MPI-ESM-LR x x
MPI-ESM-MR x x
MRI-CGCM3 x x
NorESM1-M x x
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