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Seasonality of the mean circulation
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bars = range due to internal variability estimated from CESM LENS

jet-streams exhibit seasonality 
in their latitude and variability
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Seasonality of future jet shifts

denote the 25th–75th percentile range, while the crosses
denote those models that lie outside of that range.
Seasonal differences are readily apparent, with the
maximum jet shift occurring in autumn in all three

sectors [March–May (MAM) for the Southern Hemi-
sphere and September–November (SON) for the
Northern Hemisphere], and most notably, the North
Atlantic jet showing no clear shift in DJF by the end of
the twenty-first century. Consistent with the jet vari-
ability being a function of the mean jet latitude, we do
not find a consistent response in jet variability in the
wintertime North Atlantic (not shown). Thus, it is clear
that the annual-mean results from this study mask rich
seasonality among themodel responses, and future work
should address how the story differs among the seasons
in each sector. However, this additional work is beyond
the scope of this paper.
We will, nonetheless, address one aspect of the sea-

sonality of the jet variability response, namely that of the
North Pacific. We noted above that the North Pacific jet
response differs from the North Atlantic and Southern
Hemisphere jet responses due to the presence of a
strong subtropical jet in the annual mean. However, the
subtropical jet has a seasonal cycle, maximizing in the
winter months [December–February (DJF)]. Thus,
one might expect the North Pacific summertime [June–
August (JJA)] jet to behave more like the Southern
Hemisphere and North Atlantic jets when the sub-
tropical jet is weak. Figure 13 shows the percent variance
explained of u850,700 by ~Zlat, ~Zspd, ~Zwdt, and ~ZEOF1 in
the North Pacific for DJF and JJA. The jet is farther

FIG. 12. Seasonal-mean jet shift (degrees poleward) between the
Historical and RCP8.5 experiments for the three sectors. The bars
denote the 25th–75th percentile range of themultimodel spread (22
models total) and the diagonal crosses denote themodels outside of
this range.

FIG. 13. As in Fig. 6, but for the North Pacific sector during (a) winter (DJF) and (b) summer (JJA).

7132 JOURNAL OF CL IMATE VOLUME 26
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jet shift has a rich seasonality that could be due to a few factors 
(1) seasonality of forcing  

(e.g. sea ice loss) 
(2) seasonality of the circulation 

(e.g. even for constant forcing)
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Figure 3: Multi-model mean change in North Atlantic air temperature of 22 CMIP5 models between the Historical (1980-2004)
and RCP8.5 (2076-2099) simulations for (a) JFM and (b) JAS. (c) Average warming over the boxes T

trop

and T

polar

. Bars
denote the 10th-90th percentile range of the CMIP5 model responses, with crosses denoting outliers. Black contours denote the
zonal wind, and vertical dashed lines denote the latitudinal position of the midlatitude jet.

at all to imposed sea ice loss (Screen et al., 2013).
The opposite-signed circulation shifts induced by Arctic and tropical warming can be

at least partially explained by their impacts on the mid-latitude temperature gradient (e.g.
Held, 1993). Enhanced Arctic warming causes the near-surface meridional temperature gra-
dient to decrease, weakening the flow and shifting the location of jet-stream equatorward.
Tropical upper-tropospheric warming instead enhances the upper-level meridional tempera-
ture gradient, strengthening the flow and shifting the location of the jet-stream poleward.
A handful of studies have assessed the relative importance of polar versus tropical warm-
ing in models of varying complexity (e.g. Butler et al., 2010; Deser et al., 2015; Haarsma
et al., 2013; Harvey et al., 2013; Barnes and Polvani, 2015) and all of these studies agree
that both the Arctic and tropical warming responses are relevant to the “tug-of-war” on the
midlatitude circulation.

1.3 Seasonality of the large-scale circulation
The midlatitude jet-stream is bounded on one flank by the pole and on the other flank

by the Hadley-driven circulation. This jet has been coined the “eddy-driven jet” due to
the fact that it is maintained by synoptic eddies through an eddy-feedback process (e.g.
Robinson, 2006; Hartmann, 2007). The main idea is that baroclinic waves are generated
in the region of enhanced baroclinicity (i.e. the storm track). These synoptic-scale waves
decay barotropically at upper-levels, propagating away and transporting momentum back
to their latitude of generation, sustaining the jet. In its most basic terms, the location of
wave generation, i.e. the baroclinic zone, is determined by the background temperature
gradient and static stability. The location of wave propagation is determined instead by the
background zonal flow and the properties of the individual waves (e.g. phase speed, zonal
scale). Both the wave generation and wave propagation are critical in setting the location,
strength and behavior of the midlatitude jet-stream. Furthermore, both the wave generation
and wave propagation exhibit strong seasonal cycles - and as a consequence, so does the
behavior of the eddy-driven, midlatitude jet.

Previous studies provide support that the circulation response to forcing may be de-
pendent on the seasonal state of the background flow. For example, work by Peng and
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Jet response to sea ice loss

500 hPa geopotential height  
response in Jan.-Feb.

height responses at 1000 and 500 hPa, are shown in
Fig. 12. The circulation responses are weak (generally
,10 m and not statistically significant) during the warm
season (June–September), in accord with the small re-
sponse of the net surface energy fluxes. Although the
circulation responses are larger and statistically signifi-
cant during the cold season (October–May), they exhibit
considerable variation in pattern and amplitude. The
response in November–December (and in each month
individually; not shown) exhibits a baroclinic vertical
structure over the Arctic consisting of negative values
(220 to 230 m) at 1000 hPa and positive (10–20 m)
values at 500 hPa, and an equivalent barotropic (e.g.,
amplifying with height) ridge over central and eastern
Russia and trough over the Bering Sea. Similar fea-
tures are found inMarch–April with weaker amplitudes.
A different circulation response is seen in midwinter
(January–February), which resembles the negative po-
larity of the NAO (although this occurs mainly in
February; not shown). In this season, the Arctic is dom-
inated by an upper-level ridge response (maximum am-
plitude;50 m at 500 hPa) and negligible response at the
surface accompanied by equivalent barotropic troughs
over the Atlantic and northeast Pacific.
More detail on the vertical structure of the circulation

responses is given in Fig. 13, which shows transects of
the temperature and geopotential height changes along
908E in early (November–December) and mid-(January–
February) winter. In early winter, a shallow baroclinic
geopotential height response with a nodal point near
925 hPa develops over the Arctic in association with the
ice-induced near-surface warming. Farther south, the
response consists of an equivalent barotropic ridge with
maximum values ;40 m at 250 hPa near 658N. The

Arctic baroclinic response is also evident in midwinter,
but it competes with the equivalent barotropic ridge
aloft that weakens the surface trough compared to that
in early winter.
The shallow baroclinic atmospheric circulation re-

sponse over the Arctic in early (and late) winter may be
understood as a linear dynamical response to enhanced
boundary layer heating induced by the underlying loss of
sea ice (Hoskins and Karoly 1981). On the other hand,
the equivalent barotropic component of the circulation
response in midwinter (e.g., the NAO) and the ridge
response over Eurasia in early and late winter represent
a nonlinear dynamical response to enhanced boundary
layer heating in which transient eddy momentum flux
feedbacks associated with perturbations in the storm
track play a dominant role (Lau and Holopainen 1984;
Peng et al. 1997; Deser et al. 2007; among others). We
conjecture that the lack of a surface circulation response
over theArctic inmidwinter is due to the near cancellation
between the competing effects of the linear and nonlinear
dynamical components of the response. A quantitative
analysis of the momentum balances of the circulation re-
sponses in CAM3 is beyond the scope of this paper.
Internal modes of atmospheric circulation variability

have been shown to play a role in shaping the structure
of the atmospheric response to different types of exter-
nal forcing, for example SST changes, sea ice anomalies,
or orbital variations (Peng et al. 1997; Deser et al. 2004;
Hall et al. 2001; among others). In the case of our CAM3
experiments, however, there is little correspondence
between the dominant patterns of internal circulation
variability and the patterns of geopotential height re-
sponse to Arctic sea ice loss, with the notable exception
of the month of February (not shown).

FIG. 12. Bimonthly geopotential height responses at 1000 and 500 hPa. The contour interval is 10 m, with positive (negative) values
in red (blue) and the zero contours omitted. Shading indicates values that exceed the 5% confidence level based on a two-sided
Student’s t test.

344 JOURNAL OF CL IMATE VOLUME 23

atmosphere-only CAM3 simulations 
Deser, Tomas, et al. (2010; JCLI)

occurs year-round as the ice edge retreats from the pe-
ripheral Arctic seas. The areal reduction in Arctic
sea ice is accompanied by a thinning of the ice pack. SIT
in the central Arctic Ocean decreases from 3–4 m to
0.5–1 m in winter and from 2.5–3.5 m to ,0.5 m in
summer. The late-twentieth-century SIC and SIT dis-
tributions are generally realistic compared to the avail-
able observations (Holland et al. 2006).
The bimonthly changes in SIT and SIC between the

late twentieth and twenty-first centuries are shown in the
top two rows of Fig. 2. The magnitude and pattern of sea

ice thinning is relatively uniform throughout the year,
with maximum values ;2.5–3.5 m in the central Arctic
Ocean. In contrast, the reductions in SIC are seasonally
dependent, with the largest decreases (;80%–90%)
within the central Arctic Ocean in summer (September–
October) and smaller decreases (;50%–60%) within
the marginal seas in winter.

b. Surface energy flux response

The changes inArctic sea ice are communicated to the
atmosphere via changes in the net surface energy fluxes.

FIG. 1. Bimonthly distributions of Arctic (a) sea ice concentration (%) and (b) sea ice thickness (m) during 1980–99 and
2080–99 from CCSM3.

336 JOURNAL OF CL IMATE VOLUME 23
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response in midwinter (e.g., the NAO) and the ridge
response over Eurasia in early and late winter represent
a nonlinear dynamical response to enhanced boundary
layer heating in which transient eddy momentum flux
feedbacks associated with perturbations in the storm
track play a dominant role (Lau and Holopainen 1984;
Peng et al. 1997; Deser et al. 2007; among others). We
conjecture that the lack of a surface circulation response
over theArctic inmidwinter is due to the near cancellation
between the competing effects of the linear and nonlinear
dynamical components of the response. A quantitative
analysis of the momentum balances of the circulation re-
sponses in CAM3 is beyond the scope of this paper.
Internal modes of atmospheric circulation variability

have been shown to play a role in shaping the structure
of the atmospheric response to different types of exter-
nal forcing, for example SST changes, sea ice anomalies,
or orbital variations (Peng et al. 1997; Deser et al. 2004;
Hall et al. 2001; among others). In the case of our CAM3
experiments, however, there is little correspondence
between the dominant patterns of internal circulation
variability and the patterns of geopotential height re-
sponse to Arctic sea ice loss, with the notable exception
of the month of February (not shown).

FIG. 12. Bimonthly geopotential height responses at 1000 and 500 hPa. The contour interval is 10 m, with positive (negative) values
in red (blue) and the zero contours omitted. Shading indicates values that exceed the 5% confidence level based on a two-sided
Student’s t test.
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atmosphere-only CAM3 simulations 
Deser, Tomas, et al. (2010; JCLI)

occurs year-round as the ice edge retreats from the pe-
ripheral Arctic seas. The areal reduction in Arctic
sea ice is accompanied by a thinning of the ice pack. SIT
in the central Arctic Ocean decreases from 3–4 m to
0.5–1 m in winter and from 2.5–3.5 m to ,0.5 m in
summer. The late-twentieth-century SIC and SIT dis-
tributions are generally realistic compared to the avail-
able observations (Holland et al. 2006).
The bimonthly changes in SIT and SIC between the

late twentieth and twenty-first centuries are shown in the
top two rows of Fig. 2. The magnitude and pattern of sea

ice thinning is relatively uniform throughout the year,
with maximum values ;2.5–3.5 m in the central Arctic
Ocean. In contrast, the reductions in SIC are seasonally
dependent, with the largest decreases (;80%–90%)
within the central Arctic Ocean in summer (September–
October) and smaller decreases (;50%–60%) within
the marginal seas in winter.

b. Surface energy flux response

The changes inArctic sea ice are communicated to the
atmosphere via changes in the net surface energy fluxes.

FIG. 1. Bimonthly distributions of Arctic (a) sea ice concentration (%) and (b) sea ice thickness (m) during 1980–99 and
2080–99 from CCSM3.
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abstract of Deser et al. (2010): 

“The loss of Arctic sea ice is greatest in summer and fall, yet the response of the net surface energy budget over the Arctic Ocean is 
largest in winter.”
…
“[The circulation] response resembles the negative phase of the North Atlantic Oscillation in February only.”
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Data

• CMIP5 (historical + RCP8.5: detrended)
• daily data (averaged into 10-day chunks*)
• 700 hPa zonal wind
• 850 hPa air temperature

Confidential manuscript submitted to JGR-Atmospheres

Figure 1. (a) December and (b) June mean zonal wind at 700 hPa from 20th Century Reanalysis (1851-

2014). The black lines denote the climatological position of the jet-streams over the North Pacific and North

Atlantic sectors. Dashed lines denote the regions used to define the Arctic temperature anomalies.
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North Pacific

*results are not sensitive to 10-days, e.g. could be 5-days700 hPa zonal wind from the 20th Century Reanalysis (1851-2014) 
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Approach

…tried this, but got worried about the direction of causality given the lag 0

time
(within a particular month)

Jt = rTt + ✏

Step 1

Step 2

Granger-causality

• there exists at least one significant “b” according to a t-test
• all of the “b” terms collectively add power to the regression

Jt = c0 + c1Jt�1 + c2Jt�2 + ...+ ckJt�k + b1Tt�1 + b2Tt�2 + ...+ bkTt�k + ✏t

Jt = a0 + a1Jt�1 + a2Jt�2 + ...+ akJt�k + ✏t
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Approach

An example Granger causality calculation for North Pacific jet 
latitude in March from the CanESM2 model. For this example, 

we use the combined Historical + RCP8.5 time series.

Confidential manuscript submitted to JGR-Atmospheres

Figure 3. An example Granger-causality calculation for the jet latitude (L) in March from the CanESM2

model. Plotted in black are the ai regression coefficients for jet latitude, and plotted in blue are the bi re-

gression coefficients for Arctic temperatures over the North Pacific. For this example, we use the combined

Historical + RCP8.5 time series.
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Figure 4. The median CMIP5 jet latitude regression coefficients
�
b
s�

as a function of month. Black crosses

denote individual CMIP5 simulations using the combined Historical + RCP8.5 time series.
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Step 1: jet reg. coefficients

Step 2: w/ Arctic temperature reg. coefficients

• jet shifts equatorward when Arctic 
was warm 10-30 days earlier

• first two coefficients are significant

Barnes and Simpson (in prep)



Elizabeth A. BarnesCSU

Seasonal sensitivity: jet position

• jet shifts equatorward more in warm months
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Seasonal sensitivity: jet position

jet shifts equatorward more in warm months

Confidential manuscript submitted to JGR-Atmospheres

Figure 3. An example Granger-causality calculation for the jet latitude (L) in March from the CanESM2

model. Plotted in black are the ai regression coefficients for jet latitude, and plotted in blue are the bi re-

gression coefficients for Arctic temperatures over the North Pacific. For this example, we use the combined

Historical + RCP8.5 time series.
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Figure 4. The median CMIP5 jet latitude regression coefficients
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as a function of month. Black crosses

denote individual CMIP5 simulations using the combined Historical + RCP8.5 time series.
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Barnes and Simpson (in prep)

40-60% of simulations exhibit Granger-causality

additional variance explained ~ 2-3%
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Seasonal sensitivity: jet speed

Confidential manuscript submitted to JGR-Atmospheres

Figure 5. As in Fig. 4 but for jet speed (S).85

–7–

Barnes and Simpson (in prep)

jet strengthens in most months

large seasonality in number of models 
exhibiting Granger-causality



Elizabeth A. BarnesCSU

Explaining the seasonality

colors = CMIP5 model mean regression coefficients (via Granger-causality)

Confidential manuscript submitted to JGR-Atmospheres

North Pacific North Atlantic2

Figure 8. CMIP5 multi-model mean zonal wind regression coefficients
�
b
s�

for Arctic warming under the

RCP8.5 scenario in three sectors and four representative months. The back line denotes the climatological

jet-stream position over the respective sector, and the dashed lines denote the regions used to define the Arctic

temperature anomalies.
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North Pacific North Atlantic2

Figure 8. CMIP5 multi-model mean zonal wind regression coefficients
�
b
s�

for Arctic warming under the

RCP8.5 scenario in three sectors and four representative months. The back line denotes the climatological

jet-stream position over the respective sector, and the dashed lines denote the regions used to define the Arctic

temperature anomalies.
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Barnes and Simpson (in prep)

jet axis

• jet shifts with the seasonal cycle
• wind anomalies remain relatively 

fixed in latitude
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Explaining the seasonality

Confidential manuscript submitted to JGR-Atmospheres

Historical RCP8.5

Figure 9. Sector-averaged zonal wind regression coefficients as a function of latitude and month for all

CMIP5 ensemble members. Thin gray lines denote each members’ mean jet position, and the black dashed

line denotes the CMIP5 multi-model average.
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Historical RCP8.5

Figure 9. Sector-averaged zonal wind regression coefficients as a function of latitude and month for all

CMIP5 ensemble members. Thin gray lines denote each members’ mean jet position, and the black dashed

line denotes the CMIP5 multi-model average.
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Barnes and Simpson (in prep)

jet axis

colors = CMIP5 model mean regression coefficients (via GC)
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Explaining the seasonality
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Historical RCP8.5

Figure 9. Sector-averaged zonal wind regression coefficients as a function of latitude and month for all

CMIP5 ensemble members. Thin gray lines denote each members’ mean jet position, and the black dashed

line denotes the CMIP5 multi-model average.
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Historical RCP8.5

Figure 9. Sector-averaged zonal wind regression coefficients as a function of latitude and month for all

CMIP5 ensemble members. Thin gray lines denote each members’ mean jet position, and the black dashed

line denotes the CMIP5 multi-model average.
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Barnes and Simpson (in prep)

jet axis

colors = CMIP5 model mean regression coefficients (via GC)

shifting

pulsing
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high-latitude jet
modelslow-latitude jet

models

Implications for models biases

Barnes and Simpson (in prep)

jet position

coefficient maximum

Confidential manuscript submitted to JGR-Atmospheres

Figure 10. (a) The sector-averaged latitude of the maximum zonal wind regression coefficient (solid lines)

and the climatological jet-stream position (dashed lines) for higher- and lower-latitude jets. (b) As in Fig. 4b,

but overlaying the median regression coefficient across the CMIP5 models with lower-latitude jets (below

50th percentile) and higher-latitude jets (above 50th percentile) in two shades of blue. (c) Spearman cor-

relations across CMIP5 ensemble members of the mean jet latitude regression coefficient and the mean jet

position from the RCP8.5 scenario. Dark blue denotes negative correlations significantly different from zero

at the 90% confidence level.
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negative correlations imply a more negative POLAR 
regression coefficient for higher-latitude jets
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Take-away points

- Granger-causality approach shows that Arctic warming can influence the North Pacific jet latitude and speed 

- The sensitivity of the jet-stream to ~weekly variations in Arctic temperatures varies as a function of season  

‣ e.g. the North Pacific jet latitude is most sensitive to Arctic warming in the summer months 

- The seasonality of the jet position sensitivity to Arctic warming can be understood by the jet shifting in and out of the 
anomalies. This is shown to have implications for jet-stream biases in the CMIP5 models.
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Implications for models biases (monthly, lag = 0 analysis)

25% most equatorward CMIP5 jet-streams
25% most poleward CMIP5 jet-streams

latitude of maximum regression coefficient

June

high-latitude jet
models

low-latitude jet
models
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CMIP5 historical NorthPacific
correlation of historical jet position and POLAR reg. coeff.

Implications for models biases (monthly, lag = 0 analysis)

25% most equatorward CMIP5 jet-streams
25% most poleward CMIP5 jet-streams

latitude of maximum regression coefficient

June

high-latitude jet
models

low-latitude jet
models

positive correlations imply a more negative POLAR 
regression coefficient for higher-latitude jets
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Seasonal sensitivity: jet position

Confidential manuscript submitted to JGR-Atmospheres

Figure 3. An example Granger-causality calculation for the jet latitude (L) in March from the CanESM2

model. Plotted in black are the ai regression coefficients for jet latitude, and plotted in blue are the bi re-

gression coefficients for Arctic temperatures over the North Pacific. For this example, we use the combined

Historical + RCP8.5 time series.
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Figure 4. The median CMIP5 jet latitude regression coefficients
�
b
s�

as a function of month. Black crosses

denote individual CMIP5 simulations using the combined Historical + RCP8.5 time series.
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Figure 7. The median CMIP5 variance explained by the two regressions as a function of month for the

combined Historical + RCP8.5 time series. Specifically plotted is the median variance explained across the

CMIP5 simulations that show Arctic temperatures Granger-cause changes in jet (a) latitude (L) and (b) speed

(S). The numbers in the corner of each panel denote the average difference in variance explained between the

two regressions.
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Barnes and Simpson (in prep)
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Implications for models biases
Confidential manuscript submitted to JGR-Atmospheres

Figure 10. (a) The sector-averaged latitude of the maximum zonal wind regression coefficient (solid lines)

and the climatological jet-stream position (dashed lines) for higher- and lower-latitude jets. (b) As in Fig. 4b,

but overlaying the median regression coefficient across the CMIP5 models with lower-latitude jets (below

50th percentile) and higher-latitude jets (above 50th percentile) in two shades of blue. (c) Spearman cor-

relations across CMIP5 ensemble members of the mean jet latitude regression coefficient and the mean jet

position from the RCP8.5 scenario. Dark blue denotes negative correlations significantly different from zero

at the 90% confidence level.
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Jet response to sea ice loss
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Fig. 1. Seasonal cycle of sea ice concentration (SIC; %) averaged over the a) late 20th century 716"
(1980-1999), b) late 21st century (2080-2099), and c) their difference. Panels a) and b) are 717"
obtained from the fully-coupled WACCM historical run and RCP8.5 run, respectively. Dashed 718"
circle in c) denotes the Arctic Circle (66.6◦N). d) Surface heat flux (W m−2) response (positive 719"
upward) in ∆ICEtotal, based on the sum of the turbulent and long wave radiative fluxes. 720"
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zonal wind response is 
fixed in latitude
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seasonality of jet shifts in-and-out of 
the sea-ice forced anomalies
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Relative location of the forcing matters for the jet shift

also explored in detail by Ring & Plumb (2007; JAS) Barnes & Thompson (2014; JAS)
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mode varies across a range of models as a function of the
mean jet latitude, with higher-latitude jets experiencing
smaller shifts in the flow, and vice versa. By modifying
the equilibrium temperature gradient to move the tro-
pospheric jet (refer to section 2), we can investigate to
what degree the response magnitude to the same me-
chanical torque is a function of themean jet latitude.We
will show that the latitude of the jet appears to play
a role in modulating the response and that this effect is
present in the barotropic model runs.

a. Varying the mean state in the GCM

Figure 9 displays results for the three GCM configu-
rations outlined in section 2, with the GCM45 experi-
ment repeated for comparison. The jet latitude and jet
speed for each run are summarized in Table 1. The
vertical structure of the zonal-mean zonal winds is
shown in the top rows of Fig. 9, with the black vertical
line denoting the mean jet latitude. The second and
third rows of Fig. 9 display the response of the 875-hPa
winds and the vertically integrated EMFC to the ap-
plied torques (as in Fig. 5). Many of the features pre-
viously described for the GCM45 experiment are also
present in the GCM43 and GCM49 configurations and
so will not be discussed here. What is of interest to us
are the differences in the responses between the three
simulations.
Comparison of the responses in Fig. 9 shows that

contrary to the results of RP07, the wind and eddy re-
sponses are not always maximized for forcing at the
zonal-wind EOF latitude (dashed lines). For example, in
GCM43 the maximum wind response occurs for forcing
poleward of the zonal-wind EOF maximum, near 558N;
in GCM49, the maximum eddy response occurs for
forcing equatorward of the EOF maximum, again near
558N. The maximum eddy response does align re-
markably well with the EOFs of the eddy-momentum
flux convergence, as shown by the dashed lines in
Fig. 10. With this in mind, one would not necessarily
expect the wind response to align with the zonal-wind
EOF, as the wind response is a function of both the
eddy response and the direct forcing by the torque.
Hence, the pattern of variability in the EMFC may be
a better indicator of the structure of the circulation
response to external forcing, at least on the poleward
flank of the jet.
In the rest of this section we will focus on the weak-

ening of the wind and eddy responses to the torque in
Fig. 9 as the jet moves poleward. A dependence on lat-
itude of the tropospheric response to stratospheric per-
turbations was found by Garfinkel et al. (2013) and
Simpson et al. (2010, 2012) and Fig. 9 shows a reduced
wind and eddy response going from GCM43 to GCM45

to GCM49. A weakening of the eddy response can be
brought about in two ways (or a combination of the
two): 1) a decrease in the difference between the mag-
nitude of the forced and control EMFC while the
structure of the EMFC remains fixed or 2) a decrease in
the shift of the EMFCwhile themagnitude of the EMFC
remains fixed. We cannot comment on the former since
the control EMFC profiles differ by approximately 10%
among the configurations (although the largest con-
trol EMFC corresponds to the configuration with the
smallest response).We do, however, find evidence of the
latter—that is, that the eddy fluxes shift less for higher-
latitude jets. This is evident in Fig. 11a, which displays
the time-mean EMFC profiles of the integrations where

FIG. 11. (a) Total eddy-momentum flux convergence for forced
GCM runs when the torque is applied approximately 108 pole-
ward of the jet. The curves are plotted as a function of relative
latitude, defined as the distance from the control jet latitude
for each GCM configuration. (b) The shift of the jet (latitude
of maximum zonal-mean zonal winds) vs the relative forcing
latitude (distance from the control jet latitude) in the three GCM
experiments.
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largest jet-shift when model is forced 
approximately 10-15 degrees off of its 

mean jet position
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Next…

Can we find evidence of seasonal sensitivity of 
the jet-streams in comprehensive GCMs?
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Figure 3: Multi-model mean change in North Atlantic air temperature of 22 CMIP5 models between the Historical (1980-2004)
and RCP8.5 (2076-2099) simulations for (a) JFM and (b) JAS. (c) Average warming over the boxes T

trop

and T

polar

. Bars
denote the 10th-90th percentile range of the CMIP5 model responses, with crosses denoting outliers. Black contours denote the
zonal wind, and vertical dashed lines denote the latitudinal position of the midlatitude jet.

at all to imposed sea ice loss (Screen et al., 2013).
The opposite-signed circulation shifts induced by Arctic and tropical warming can be

at least partially explained by their impacts on the mid-latitude temperature gradient (e.g.
Held, 1993). Enhanced Arctic warming causes the near-surface meridional temperature gra-
dient to decrease, weakening the flow and shifting the location of jet-stream equatorward.
Tropical upper-tropospheric warming instead enhances the upper-level meridional tempera-
ture gradient, strengthening the flow and shifting the location of the jet-stream poleward.
A handful of studies have assessed the relative importance of polar versus tropical warm-
ing in models of varying complexity (e.g. Butler et al., 2010; Deser et al., 2015; Haarsma
et al., 2013; Harvey et al., 2013; Barnes and Polvani, 2015) and all of these studies agree
that both the Arctic and tropical warming responses are relevant to the “tug-of-war” on the
midlatitude circulation.

1.3 Seasonality of the large-scale circulation
The midlatitude jet-stream is bounded on one flank by the pole and on the other flank

by the Hadley-driven circulation. This jet has been coined the “eddy-driven jet” due to
the fact that it is maintained by synoptic eddies through an eddy-feedback process (e.g.
Robinson, 2006; Hartmann, 2007). The main idea is that baroclinic waves are generated
in the region of enhanced baroclinicity (i.e. the storm track). These synoptic-scale waves
decay barotropically at upper-levels, propagating away and transporting momentum back
to their latitude of generation, sustaining the jet. In its most basic terms, the location of
wave generation, i.e. the baroclinic zone, is determined by the background temperature
gradient and static stability. The location of wave propagation is determined instead by the
background zonal flow and the properties of the individual waves (e.g. phase speed, zonal
scale). Both the wave generation and wave propagation are critical in setting the location,
strength and behavior of the midlatitude jet-stream. Furthermore, both the wave generation
and wave propagation exhibit strong seasonal cycles - and as a consequence, so does the
behavior of the eddy-driven, midlatitude jet.

Previous studies provide support that the circulation response to forcing may be de-
pendent on the seasonal state of the background flow. For example, work by Peng and

3

Data
- CESM1 Large Ensemble (LENS; 40 simulations)
- CMIP5 models (historical & RCP8.5)
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at all to imposed sea ice loss (Screen et al., 2013).
The opposite-signed circulation shifts induced by Arctic and tropical warming can be

at least partially explained by their impacts on the mid-latitude temperature gradient (e.g.
Held, 1993). Enhanced Arctic warming causes the near-surface meridional temperature gra-
dient to decrease, weakening the flow and shifting the location of jet-stream equatorward.
Tropical upper-tropospheric warming instead enhances the upper-level meridional tempera-
ture gradient, strengthening the flow and shifting the location of the jet-stream poleward.
A handful of studies have assessed the relative importance of polar versus tropical warm-
ing in models of varying complexity (e.g. Butler et al., 2010; Deser et al., 2015; Haarsma
et al., 2013; Harvey et al., 2013; Barnes and Polvani, 2015) and all of these studies agree
that both the Arctic and tropical warming responses are relevant to the “tug-of-war” on the
midlatitude circulation.

1.3 Seasonality of the large-scale circulation
The midlatitude jet-stream is bounded on one flank by the pole and on the other flank

by the Hadley-driven circulation. This jet has been coined the “eddy-driven jet” due to
the fact that it is maintained by synoptic eddies through an eddy-feedback process (e.g.
Robinson, 2006; Hartmann, 2007). The main idea is that baroclinic waves are generated
in the region of enhanced baroclinicity (i.e. the storm track). These synoptic-scale waves
decay barotropically at upper-levels, propagating away and transporting momentum back
to their latitude of generation, sustaining the jet. In its most basic terms, the location of
wave generation, i.e. the baroclinic zone, is determined by the background temperature
gradient and static stability. The location of wave propagation is determined instead by the
background zonal flow and the properties of the individual waves (e.g. phase speed, zonal
scale). Both the wave generation and wave propagation are critical in setting the location,
strength and behavior of the midlatitude jet-stream. Furthermore, both the wave generation
and wave propagation exhibit strong seasonal cycles - and as a consequence, so does the
behavior of the eddy-driven, midlatitude jet.

Previous studies provide support that the circulation response to forcing may be de-
pendent on the seasonal state of the background flow. For example, work by Peng and
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at all to imposed sea ice loss (Screen et al., 2013).
The opposite-signed circulation shifts induced by Arctic and tropical warming can be

at least partially explained by their impacts on the mid-latitude temperature gradient (e.g.
Held, 1993). Enhanced Arctic warming causes the near-surface meridional temperature gra-
dient to decrease, weakening the flow and shifting the location of jet-stream equatorward.
Tropical upper-tropospheric warming instead enhances the upper-level meridional tempera-
ture gradient, strengthening the flow and shifting the location of the jet-stream poleward.
A handful of studies have assessed the relative importance of polar versus tropical warm-
ing in models of varying complexity (e.g. Butler et al., 2010; Deser et al., 2015; Haarsma
et al., 2013; Harvey et al., 2013; Barnes and Polvani, 2015) and all of these studies agree
that both the Arctic and tropical warming responses are relevant to the “tug-of-war” on the
midlatitude circulation.
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by the Hadley-driven circulation. This jet has been coined the “eddy-driven jet” due to
the fact that it is maintained by synoptic eddies through an eddy-feedback process (e.g.
Robinson, 2006; Hartmann, 2007). The main idea is that baroclinic waves are generated
in the region of enhanced baroclinicity (i.e. the storm track). These synoptic-scale waves
decay barotropically at upper-levels, propagating away and transporting momentum back
to their latitude of generation, sustaining the jet. In its most basic terms, the location of
wave generation, i.e. the baroclinic zone, is determined by the background temperature
gradient and static stability. The location of wave propagation is determined instead by the
background zonal flow and the properties of the individual waves (e.g. phase speed, zonal
scale). Both the wave generation and wave propagation are critical in setting the location,
strength and behavior of the midlatitude jet-stream. Furthermore, both the wave generation
and wave propagation exhibit strong seasonal cycles - and as a consequence, so does the
behavior of the eddy-driven, midlatitude jet.

Previous studies provide support that the circulation response to forcing may be de-
pendent on the seasonal state of the background flow. For example, work by Peng and
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Figure 3: Multi-model mean change in North Atlantic air temperature of 22 CMIP5 models between the Historical (1980-2004)
and RCP8.5 (2076-2099) simulations for (a) JFM and (b) JAS. (c) Average warming over the boxes T

trop

and T

polar

. Bars
denote the 10th-90th percentile range of the CMIP5 model responses, with crosses denoting outliers. Black contours denote the
zonal wind, and vertical dashed lines denote the latitudinal position of the midlatitude jet.

at all to imposed sea ice loss (Screen et al., 2013).
The opposite-signed circulation shifts induced by Arctic and tropical warming can be

at least partially explained by their impacts on the mid-latitude temperature gradient (e.g.
Held, 1993). Enhanced Arctic warming causes the near-surface meridional temperature gra-
dient to decrease, weakening the flow and shifting the location of jet-stream equatorward.
Tropical upper-tropospheric warming instead enhances the upper-level meridional tempera-
ture gradient, strengthening the flow and shifting the location of the jet-stream poleward.
A handful of studies have assessed the relative importance of polar versus tropical warm-
ing in models of varying complexity (e.g. Butler et al., 2010; Deser et al., 2015; Haarsma
et al., 2013; Harvey et al., 2013; Barnes and Polvani, 2015) and all of these studies agree
that both the Arctic and tropical warming responses are relevant to the “tug-of-war” on the
midlatitude circulation.

1.3 Seasonality of the large-scale circulation
The midlatitude jet-stream is bounded on one flank by the pole and on the other flank

by the Hadley-driven circulation. This jet has been coined the “eddy-driven jet” due to
the fact that it is maintained by synoptic eddies through an eddy-feedback process (e.g.
Robinson, 2006; Hartmann, 2007). The main idea is that baroclinic waves are generated
in the region of enhanced baroclinicity (i.e. the storm track). These synoptic-scale waves
decay barotropically at upper-levels, propagating away and transporting momentum back
to their latitude of generation, sustaining the jet. In its most basic terms, the location of
wave generation, i.e. the baroclinic zone, is determined by the background temperature
gradient and static stability. The location of wave propagation is determined instead by the
background zonal flow and the properties of the individual waves (e.g. phase speed, zonal
scale). Both the wave generation and wave propagation are critical in setting the location,
strength and behavior of the midlatitude jet-stream. Furthermore, both the wave generation
and wave propagation exhibit strong seasonal cycles - and as a consequence, so does the
behavior of the eddy-driven, midlatitude jet.

Previous studies provide support that the circulation response to forcing may be de-
pendent on the seasonal state of the background flow. For example, work by Peng and
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Figure 3: Multi-model mean change in North Atlantic air temperature of 22 CMIP5 models between the Historical (1980-2004)
and RCP8.5 (2076-2099) simulations for (a) JFM and (b) JAS. (c) Average warming over the boxes T

trop

and T

polar

. Bars
denote the 10th-90th percentile range of the CMIP5 model responses, with crosses denoting outliers. Black contours denote the
zonal wind, and vertical dashed lines denote the latitudinal position of the midlatitude jet.

at all to imposed sea ice loss (Screen et al., 2013).
The opposite-signed circulation shifts induced by Arctic and tropical warming can be

at least partially explained by their impacts on the mid-latitude temperature gradient (e.g.
Held, 1993). Enhanced Arctic warming causes the near-surface meridional temperature gra-
dient to decrease, weakening the flow and shifting the location of jet-stream equatorward.
Tropical upper-tropospheric warming instead enhances the upper-level meridional tempera-
ture gradient, strengthening the flow and shifting the location of the jet-stream poleward.
A handful of studies have assessed the relative importance of polar versus tropical warm-
ing in models of varying complexity (e.g. Butler et al., 2010; Deser et al., 2015; Haarsma
et al., 2013; Harvey et al., 2013; Barnes and Polvani, 2015) and all of these studies agree
that both the Arctic and tropical warming responses are relevant to the “tug-of-war” on the
midlatitude circulation.

1.3 Seasonality of the large-scale circulation
The midlatitude jet-stream is bounded on one flank by the pole and on the other flank

by the Hadley-driven circulation. This jet has been coined the “eddy-driven jet” due to
the fact that it is maintained by synoptic eddies through an eddy-feedback process (e.g.
Robinson, 2006; Hartmann, 2007). The main idea is that baroclinic waves are generated
in the region of enhanced baroclinicity (i.e. the storm track). These synoptic-scale waves
decay barotropically at upper-levels, propagating away and transporting momentum back
to their latitude of generation, sustaining the jet. In its most basic terms, the location of
wave generation, i.e. the baroclinic zone, is determined by the background temperature
gradient and static stability. The location of wave propagation is determined instead by the
background zonal flow and the properties of the individual waves (e.g. phase speed, zonal
scale). Both the wave generation and wave propagation are critical in setting the location,
strength and behavior of the midlatitude jet-stream. Furthermore, both the wave generation
and wave propagation exhibit strong seasonal cycles - and as a consequence, so does the
behavior of the eddy-driven, midlatitude jet.

Previous studies provide support that the circulation response to forcing may be de-
pendent on the seasonal state of the background flow. For example, work by Peng and

3

somewhat similar to Gerber & Son (2014) and Harvey et al. (2015; 2013)
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Figure 3: Multi-model mean change in North Atlantic air temperature of 22 CMIP5 models between the Historical (1980-2004)
and RCP8.5 (2076-2099) simulations for (a) JFM and (b) JAS. (c) Average warming over the boxes T

trop

and T

polar

. Bars
denote the 10th-90th percentile range of the CMIP5 model responses, with crosses denoting outliers. Black contours denote the
zonal wind, and vertical dashed lines denote the latitudinal position of the midlatitude jet.

at all to imposed sea ice loss (Screen et al., 2013).
The opposite-signed circulation shifts induced by Arctic and tropical warming can be

at least partially explained by their impacts on the mid-latitude temperature gradient (e.g.
Held, 1993). Enhanced Arctic warming causes the near-surface meridional temperature gra-
dient to decrease, weakening the flow and shifting the location of jet-stream equatorward.
Tropical upper-tropospheric warming instead enhances the upper-level meridional tempera-
ture gradient, strengthening the flow and shifting the location of the jet-stream poleward.
A handful of studies have assessed the relative importance of polar versus tropical warm-
ing in models of varying complexity (e.g. Butler et al., 2010; Deser et al., 2015; Haarsma
et al., 2013; Harvey et al., 2013; Barnes and Polvani, 2015) and all of these studies agree
that both the Arctic and tropical warming responses are relevant to the “tug-of-war” on the
midlatitude circulation.

1.3 Seasonality of the large-scale circulation
The midlatitude jet-stream is bounded on one flank by the pole and on the other flank

by the Hadley-driven circulation. This jet has been coined the “eddy-driven jet” due to
the fact that it is maintained by synoptic eddies through an eddy-feedback process (e.g.
Robinson, 2006; Hartmann, 2007). The main idea is that baroclinic waves are generated
in the region of enhanced baroclinicity (i.e. the storm track). These synoptic-scale waves
decay barotropically at upper-levels, propagating away and transporting momentum back
to their latitude of generation, sustaining the jet. In its most basic terms, the location of
wave generation, i.e. the baroclinic zone, is determined by the background temperature
gradient and static stability. The location of wave propagation is determined instead by the
background zonal flow and the properties of the individual waves (e.g. phase speed, zonal
scale). Both the wave generation and wave propagation are critical in setting the location,
strength and behavior of the midlatitude jet-stream. Furthermore, both the wave generation
and wave propagation exhibit strong seasonal cycles - and as a consequence, so does the
behavior of the eddy-driven, midlatitude jet.

Previous studies provide support that the circulation response to forcing may be de-
pendent on the seasonal state of the background flow. For example, work by Peng and

3

somewhat similar to Gerber & Son (2014) and Harvey et al. (2015; 2013)
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Figure 3: Multi-model mean change in North Atlantic air temperature of 22 CMIP5 models between the Historical (1980-2004)
and RCP8.5 (2076-2099) simulations for (a) JFM and (b) JAS. (c) Average warming over the boxes T

trop

and T

polar

. Bars
denote the 10th-90th percentile range of the CMIP5 model responses, with crosses denoting outliers. Black contours denote the
zonal wind, and vertical dashed lines denote the latitudinal position of the midlatitude jet.

at all to imposed sea ice loss (Screen et al., 2013).
The opposite-signed circulation shifts induced by Arctic and tropical warming can be

at least partially explained by their impacts on the mid-latitude temperature gradient (e.g.
Held, 1993). Enhanced Arctic warming causes the near-surface meridional temperature gra-
dient to decrease, weakening the flow and shifting the location of jet-stream equatorward.
Tropical upper-tropospheric warming instead enhances the upper-level meridional tempera-
ture gradient, strengthening the flow and shifting the location of the jet-stream poleward.
A handful of studies have assessed the relative importance of polar versus tropical warm-
ing in models of varying complexity (e.g. Butler et al., 2010; Deser et al., 2015; Haarsma
et al., 2013; Harvey et al., 2013; Barnes and Polvani, 2015) and all of these studies agree
that both the Arctic and tropical warming responses are relevant to the “tug-of-war” on the
midlatitude circulation.

1.3 Seasonality of the large-scale circulation
The midlatitude jet-stream is bounded on one flank by the pole and on the other flank

by the Hadley-driven circulation. This jet has been coined the “eddy-driven jet” due to
the fact that it is maintained by synoptic eddies through an eddy-feedback process (e.g.
Robinson, 2006; Hartmann, 2007). The main idea is that baroclinic waves are generated
in the region of enhanced baroclinicity (i.e. the storm track). These synoptic-scale waves
decay barotropically at upper-levels, propagating away and transporting momentum back
to their latitude of generation, sustaining the jet. In its most basic terms, the location of
wave generation, i.e. the baroclinic zone, is determined by the background temperature
gradient and static stability. The location of wave propagation is determined instead by the
background zonal flow and the properties of the individual waves (e.g. phase speed, zonal
scale). Both the wave generation and wave propagation are critical in setting the location,
strength and behavior of the midlatitude jet-stream. Furthermore, both the wave generation
and wave propagation exhibit strong seasonal cycles - and as a consequence, so does the
behavior of the eddy-driven, midlatitude jet.

Previous studies provide support that the circulation response to forcing may be de-
pendent on the seasonal state of the background flow. For example, work by Peng and
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somewhat similar to Gerber & Son (2014) and Harvey et al. (2015; 2013)
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Figure 3: Multi-model mean change in North Atlantic air temperature of 22 CMIP5 models between the Historical (1980-2004)
and RCP8.5 (2076-2099) simulations for (a) JFM and (b) JAS. (c) Average warming over the boxes T

trop

and T

polar

. Bars
denote the 10th-90th percentile range of the CMIP5 model responses, with crosses denoting outliers. Black contours denote the
zonal wind, and vertical dashed lines denote the latitudinal position of the midlatitude jet.

at all to imposed sea ice loss (Screen et al., 2013).
The opposite-signed circulation shifts induced by Arctic and tropical warming can be

at least partially explained by their impacts on the mid-latitude temperature gradient (e.g.
Held, 1993). Enhanced Arctic warming causes the near-surface meridional temperature gra-
dient to decrease, weakening the flow and shifting the location of jet-stream equatorward.
Tropical upper-tropospheric warming instead enhances the upper-level meridional tempera-
ture gradient, strengthening the flow and shifting the location of the jet-stream poleward.
A handful of studies have assessed the relative importance of polar versus tropical warm-
ing in models of varying complexity (e.g. Butler et al., 2010; Deser et al., 2015; Haarsma
et al., 2013; Harvey et al., 2013; Barnes and Polvani, 2015) and all of these studies agree
that both the Arctic and tropical warming responses are relevant to the “tug-of-war” on the
midlatitude circulation.

1.3 Seasonality of the large-scale circulation
The midlatitude jet-stream is bounded on one flank by the pole and on the other flank

by the Hadley-driven circulation. This jet has been coined the “eddy-driven jet” due to
the fact that it is maintained by synoptic eddies through an eddy-feedback process (e.g.
Robinson, 2006; Hartmann, 2007). The main idea is that baroclinic waves are generated
in the region of enhanced baroclinicity (i.e. the storm track). These synoptic-scale waves
decay barotropically at upper-levels, propagating away and transporting momentum back
to their latitude of generation, sustaining the jet. In its most basic terms, the location of
wave generation, i.e. the baroclinic zone, is determined by the background temperature
gradient and static stability. The location of wave propagation is determined instead by the
background zonal flow and the properties of the individual waves (e.g. phase speed, zonal
scale). Both the wave generation and wave propagation are critical in setting the location,
strength and behavior of the midlatitude jet-stream. Furthermore, both the wave generation
and wave propagation exhibit strong seasonal cycles - and as a consequence, so does the
behavior of the eddy-driven, midlatitude jet.

Previous studies provide support that the circulation response to forcing may be de-
pendent on the seasonal state of the background flow. For example, work by Peng and
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Figure 3: Multi-model mean change in North Atlantic air temperature of 22 CMIP5 models between the Historical (1980-2004)
and RCP8.5 (2076-2099) simulations for (a) JFM and (b) JAS. (c) Average warming over the boxes T

trop

and T

polar

. Bars
denote the 10th-90th percentile range of the CMIP5 model responses, with crosses denoting outliers. Black contours denote the
zonal wind, and vertical dashed lines denote the latitudinal position of the midlatitude jet.

at all to imposed sea ice loss (Screen et al., 2013).
The opposite-signed circulation shifts induced by Arctic and tropical warming can be

at least partially explained by their impacts on the mid-latitude temperature gradient (e.g.
Held, 1993). Enhanced Arctic warming causes the near-surface meridional temperature gra-
dient to decrease, weakening the flow and shifting the location of jet-stream equatorward.
Tropical upper-tropospheric warming instead enhances the upper-level meridional tempera-
ture gradient, strengthening the flow and shifting the location of the jet-stream poleward.
A handful of studies have assessed the relative importance of polar versus tropical warm-
ing in models of varying complexity (e.g. Butler et al., 2010; Deser et al., 2015; Haarsma
et al., 2013; Harvey et al., 2013; Barnes and Polvani, 2015) and all of these studies agree
that both the Arctic and tropical warming responses are relevant to the “tug-of-war” on the
midlatitude circulation.

1.3 Seasonality of the large-scale circulation
The midlatitude jet-stream is bounded on one flank by the pole and on the other flank

by the Hadley-driven circulation. This jet has been coined the “eddy-driven jet” due to
the fact that it is maintained by synoptic eddies through an eddy-feedback process (e.g.
Robinson, 2006; Hartmann, 2007). The main idea is that baroclinic waves are generated
in the region of enhanced baroclinicity (i.e. the storm track). These synoptic-scale waves
decay barotropically at upper-levels, propagating away and transporting momentum back
to their latitude of generation, sustaining the jet. In its most basic terms, the location of
wave generation, i.e. the baroclinic zone, is determined by the background temperature
gradient and static stability. The location of wave propagation is determined instead by the
background zonal flow and the properties of the individual waves (e.g. phase speed, zonal
scale). Both the wave generation and wave propagation are critical in setting the location,
strength and behavior of the midlatitude jet-stream. Furthermore, both the wave generation
and wave propagation exhibit strong seasonal cycles - and as a consequence, so does the
behavior of the eddy-driven, midlatitude jet.

Previous studies provide support that the circulation response to forcing may be de-
pendent on the seasonal state of the background flow. For example, work by Peng and
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Figure 3: Multi-model mean change in North Atlantic air temperature of 22 CMIP5 models between the Historical (1980-2004)
and RCP8.5 (2076-2099) simulations for (a) JFM and (b) JAS. (c) Average warming over the boxes T

trop

and T

polar

. Bars
denote the 10th-90th percentile range of the CMIP5 model responses, with crosses denoting outliers. Black contours denote the
zonal wind, and vertical dashed lines denote the latitudinal position of the midlatitude jet.

at all to imposed sea ice loss (Screen et al., 2013).
The opposite-signed circulation shifts induced by Arctic and tropical warming can be

at least partially explained by their impacts on the mid-latitude temperature gradient (e.g.
Held, 1993). Enhanced Arctic warming causes the near-surface meridional temperature gra-
dient to decrease, weakening the flow and shifting the location of jet-stream equatorward.
Tropical upper-tropospheric warming instead enhances the upper-level meridional tempera-
ture gradient, strengthening the flow and shifting the location of the jet-stream poleward.
A handful of studies have assessed the relative importance of polar versus tropical warm-
ing in models of varying complexity (e.g. Butler et al., 2010; Deser et al., 2015; Haarsma
et al., 2013; Harvey et al., 2013; Barnes and Polvani, 2015) and all of these studies agree
that both the Arctic and tropical warming responses are relevant to the “tug-of-war” on the
midlatitude circulation.

1.3 Seasonality of the large-scale circulation
The midlatitude jet-stream is bounded on one flank by the pole and on the other flank

by the Hadley-driven circulation. This jet has been coined the “eddy-driven jet” due to
the fact that it is maintained by synoptic eddies through an eddy-feedback process (e.g.
Robinson, 2006; Hartmann, 2007). The main idea is that baroclinic waves are generated
in the region of enhanced baroclinicity (i.e. the storm track). These synoptic-scale waves
decay barotropically at upper-levels, propagating away and transporting momentum back
to their latitude of generation, sustaining the jet. In its most basic terms, the location of
wave generation, i.e. the baroclinic zone, is determined by the background temperature
gradient and static stability. The location of wave propagation is determined instead by the
background zonal flow and the properties of the individual waves (e.g. phase speed, zonal
scale). Both the wave generation and wave propagation are critical in setting the location,
strength and behavior of the midlatitude jet-stream. Furthermore, both the wave generation
and wave propagation exhibit strong seasonal cycles - and as a consequence, so does the
behavior of the eddy-driven, midlatitude jet.

Previous studies provide support that the circulation response to forcing may be de-
pendent on the seasonal state of the background flow. For example, work by Peng and
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Figure 3: Multi-model mean change in North Atlantic air temperature of 22 CMIP5 models between the Historical (1980-2004)
and RCP8.5 (2076-2099) simulations for (a) JFM and (b) JAS. (c) Average warming over the boxes T

trop

and T

polar

. Bars
denote the 10th-90th percentile range of the CMIP5 model responses, with crosses denoting outliers. Black contours denote the
zonal wind, and vertical dashed lines denote the latitudinal position of the midlatitude jet.

at all to imposed sea ice loss (Screen et al., 2013).
The opposite-signed circulation shifts induced by Arctic and tropical warming can be

at least partially explained by their impacts on the mid-latitude temperature gradient (e.g.
Held, 1993). Enhanced Arctic warming causes the near-surface meridional temperature gra-
dient to decrease, weakening the flow and shifting the location of jet-stream equatorward.
Tropical upper-tropospheric warming instead enhances the upper-level meridional tempera-
ture gradient, strengthening the flow and shifting the location of the jet-stream poleward.
A handful of studies have assessed the relative importance of polar versus tropical warm-
ing in models of varying complexity (e.g. Butler et al., 2010; Deser et al., 2015; Haarsma
et al., 2013; Harvey et al., 2013; Barnes and Polvani, 2015) and all of these studies agree
that both the Arctic and tropical warming responses are relevant to the “tug-of-war” on the
midlatitude circulation.

1.3 Seasonality of the large-scale circulation
The midlatitude jet-stream is bounded on one flank by the pole and on the other flank

by the Hadley-driven circulation. This jet has been coined the “eddy-driven jet” due to
the fact that it is maintained by synoptic eddies through an eddy-feedback process (e.g.
Robinson, 2006; Hartmann, 2007). The main idea is that baroclinic waves are generated
in the region of enhanced baroclinicity (i.e. the storm track). These synoptic-scale waves
decay barotropically at upper-levels, propagating away and transporting momentum back
to their latitude of generation, sustaining the jet. In its most basic terms, the location of
wave generation, i.e. the baroclinic zone, is determined by the background temperature
gradient and static stability. The location of wave propagation is determined instead by the
background zonal flow and the properties of the individual waves (e.g. phase speed, zonal
scale). Both the wave generation and wave propagation are critical in setting the location,
strength and behavior of the midlatitude jet-stream. Furthermore, both the wave generation
and wave propagation exhibit strong seasonal cycles - and as a consequence, so does the
behavior of the eddy-driven, midlatitude jet.

Previous studies provide support that the circulation response to forcing may be de-
pendent on the seasonal state of the background flow. For example, work by Peng and
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Why might there be seasonal sensitivity?

hypotheses and framing based on multiple studies: 
e.g. Garfinkel et al. 2013; Simpson et al. 2010; O’Rourke & Vallis 2013; Peng et al. 1995, 1997; Newman & Sardeshmukh 1998 …
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Why might there be seasonal sensitivity?

Hypothesis 1: The climatological jet-stream is the furthest poleward in summer and the furthest 
equatorward in winter. Thus, the jet is most sensitive to polar warming in summer and tropical 
warming in winter because it is closer to the warming in these seasons. 

hypotheses and framing based on multiple studies: 
e.g. Garfinkel et al. 2013; Simpson et al. 2010; O’Rourke & Vallis 2013; Peng et al. 1995, 1997; Newman & Sardeshmukh 1998 …
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Why might there be seasonal sensitivity?

Hypothesis 1: The climatological jet-stream is the furthest poleward in summer and the furthest 
equatorward in winter. Thus, the jet is most sensitive to polar warming in summer and tropical 
warming in winter because it is closer to the warming in these seasons. 

Hypothesis 2: The midlatitude jet-stream position is dictated by the subtropical circulation in 
winter, while in summer, the jet is more free to shift. Thus, the jet is most sensitive to both polar 
and tropical warming in summer. 

hypotheses and framing based on multiple studies: 
e.g. Garfinkel et al. 2013; Simpson et al. 2010; O’Rourke & Vallis 2013; Peng et al. 1995, 1997; Newman & Sardeshmukh 1998 …
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Why might there be seasonal sensitivity?

Hypothesis 1: The climatological jet-stream is the furthest poleward in summer and the furthest 
equatorward in winter. Thus, the jet is most sensitive to polar warming in summer and tropical 
warming in winter because it is closer to the warming in these seasons. 

Hypothesis 2: The midlatitude jet-stream position is dictated by the subtropical circulation in 
winter, while in summer, the jet is more free to shift. Thus, the jet is most sensitive to both polar 
and tropical warming in summer. 

Hypothesis 3: High-latitude jets are less responsive to external forcing. Since the climatological 
jet is furthest poleward in summer, the jet is most sensitive to both polar and tropical warming in 
winter.

hypotheses and framing based on multiple studies: 
e.g. Garfinkel et al. 2013; Simpson et al. 2010; O’Rourke & Vallis 2013; Peng et al. 1995, 1997; Newman & Sardeshmukh 1998 …
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Why might there be seasonal sensitivity?

Hypothesis 1: The climatological jet-stream is the furthest poleward in summer and the furthest 
equatorward in winter. Thus, the jet is most sensitive to polar warming in summer and tropical 
warming in winter because it is closer to the warming in these seasons. 

Hypothesis 2: The midlatitude jet-stream position is dictated by the subtropical circulation in 
winter, while in summer, the jet is more free to shift. Thus, the jet is most sensitive to both polar 
and tropical warming in summer. 

Hypothesis 3: High-latitude jets are less responsive to external forcing. Since the climatological 
jet is furthest poleward in summer, the jet is most sensitive to both polar and tropical warming in 
winter.

Hypothesis 4: The shoulder seasons mark the transition between a high-latitude summer 
regime and low-latitude winter regime, and thus, the jet is most sensitive to forcing in spring and 
fall when the jet can move over a wider range of latitudes.

hypotheses and framing based on multiple studies: 
e.g. Garfinkel et al. 2013; Simpson et al. 2010; O’Rourke & Vallis 2013; Peng et al. 1995, 1997; Newman & Sardeshmukh 1998 …
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Historical jet position vs jet shift                     Southern Hemisphere

- idealized and comprehensive GCM evidence 
that higher latitude jets shift less 

- fluctuation-dissipation arguments have been 
invoked to explain why 

- typically this relationship has been 
investigated for the annual mean or the winter 
season…

increase in their upper-level equator-to-pole summer temper-
ature gradient also exhibit larger poleward shifts of the
summer tropospheric jet at 500 hPa. We therefore now
investigate whether there is a difference between the
high and low top models in their projections of both position
and strength of the surface jet across the Atlantic, Indian and
Pacific sectors.
[21] The results show that on average the high top models

exhibit a larger equatorward bias in present-day annual-

mean jet position and a larger 21st century poleward shift
(blue stars in Figure 11) compared to low top models (red
crosses in Figure 11). This difference is nominally statisti-
cally significant at the 5% level over the Pacific sector
(1.5!, p= 0.03). However, it should be noted that of the high
top models with large biases and shifts, two closely related
model groups, 20–21–22 and 23–24, could be considered
as single models. When taking this into consideration the dif-
ference is no longer statistically significant (0.7!, p=0.13).

Figure 10. As in Figure 7 but for jet strength.

Figure 11. (a) Scatter plot of historical annual mean surface jet position versus 21st century change in
the CMIP5 models. (b), (c) and (d) show the same but for the Atlantic, Indian and Pacific sectors, respec-
tively. For the CMIP5 model results the mean over period 1960–1999 is used for the historical time slice
and the mean over the period 2059–2098 is used for the future time slice, which is taken from the RCP8.5
scenario. The blue stars indicate high top models and the red plus signs indicate low top models. The solid
vertical line shows the jet position calculated from ERA-Interim over the period 1979–1999. The vertical
dashed line shows the CMIP5 historical ensemble mean and the horizontal dashed line shows the ensem-
ble mean change. The correlations are shown in the top right-hand corner of each plot.
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time‐mean zonal‐mean zonal wind, !u. The surface winds
reflect the convergence of westerly momentum aloft due to
the meridional propagation of eddies away from the bar-
oclinic source region, which is damped by friction near the
surface [Held, 1975], and so serve as a good indicator of the

position of the barotropic jet streams. F was calculated by
first linearly interpolating !u onto the 2.5° NCEP/NCAR grid,
and then fitting a quadratic to !u between the two latitudes
either side of the maximum.
[7] The annular mode definition is the same as in the work

by Gerber et al. [2008a], i.e., the first empirical orthogonal
function (EOF) of the zonal‐mean geopotential height
anomalies poleward of 20°S, latitude weighted to account
for converging meridians toward the pole. Because daily
geopotential height was not archived in the CMIP3 output, it
was calculated from the zonal‐mean zonal wind by assuming
geostrophic balance. The climatology from which the anom-
alies were defined was the mean for each calendar day, after
smoothing the daily data with a 31 day running mean. The
principle component of the leading EOF (PC1) is the time
series of the annular mode, and this was computed on each
pressure level. The e‐folding time scales, t, were then com-
puted at each level as in the work by Baldwin et al. [2003]. In
addition to the seasonally dependent time scale, we computed
an annual mean time scale without any seasonal decompo-
sition. The time scales were then averaged from 850 hPa to
200 hPa to obtain one value characteristic of the entire tro-
posphere. The e‐folding period for any given model is the
average from both the pre‐industrial control and the simula-
tion of 20th century climate (20C3M), and all ensemble
members were included to improve statistical confidence.

3. Results

[8] We first consider the relationship between a model’s
20th century climatology and its sensitivity to climate
forcing in the A2 scenario. In Figure 1a we show the shift in
the position of the annual mean SH surface westerlies over
the 21st century, DF, as a function of the model’s control
climatology, measured by the latitude of the jet in 20C3M
integration, F20C. The plot reveals a strong relationship
between F20C and DF: models that place the jet toward the
equator in the 203CM simulation tend to shift the jet further
poleward under global warming. We note that the dashed
line at 52 degrees marks the location of the observed 20th
century wind maximum, indicating that the surface wester-
lies are too far equatorward in all of the models. The linear
correlation coefficient betweenDF andF20C is −0.77 ± 0.33,
where error corresponds to the 90% confidence limit.
[9] The relationship between jet position and response on

a seasonal basis is explored in the first row of Table 1,
where we repeat the correlation analysis of Figure 1a on

Figure 1. (a) The latitude of the Southern Hemisphere
eddy‐driven jet stream in the CMIP3 global circulation
models 20C3M control simulations from 1960–2000, F20C,
versus the difference between F20C and the latitude of the
jet in the future A2 simulation during 2060–2100, DF. The
shift in jet position DF quantifies the respond of the circu-
lation to climate forcing. The model name is to the right of
each datum. (b) F20C versus the e‐folding time scale of the
Southern Annular Mode, t, which quantifies the persis-
tence of the models internal variability. The NCEP/NCAR
reanalysis datum was not included in the computation of
the correlation coefficient. (c) t versus DF. The uncertainty
associated with the correlation coefficient in each figure cor-
responds to the 90% confidence interval.
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increase in their upper-level equator-to-pole summer temper-
ature gradient also exhibit larger poleward shifts of the
summer tropospheric jet at 500 hPa. We therefore now
investigate whether there is a difference between the
high and low top models in their projections of both position
and strength of the surface jet across the Atlantic, Indian and
Pacific sectors.
[21] The results show that on average the high top models

exhibit a larger equatorward bias in present-day annual-

mean jet position and a larger 21st century poleward shift
(blue stars in Figure 11) compared to low top models (red
crosses in Figure 11). This difference is nominally statisti-
cally significant at the 5% level over the Pacific sector
(1.5!, p= 0.03). However, it should be noted that of the high
top models with large biases and shifts, two closely related
model groups, 20–21–22 and 23–24, could be considered
as single models. When taking this into consideration the dif-
ference is no longer statistically significant (0.7!, p=0.13).

Figure 10. As in Figure 7 but for jet strength.

Figure 11. (a) Scatter plot of historical annual mean surface jet position versus 21st century change in
the CMIP5 models. (b), (c) and (d) show the same but for the Atlantic, Indian and Pacific sectors, respec-
tively. For the CMIP5 model results the mean over period 1960–1999 is used for the historical time slice
and the mean over the period 2059–2098 is used for the future time slice, which is taken from the RCP8.5
scenario. The blue stars indicate high top models and the red plus signs indicate low top models. The solid
vertical line shows the jet position calculated from ERA-Interim over the period 1979–1999. The vertical
dashed line shows the CMIP5 historical ensemble mean and the horizontal dashed line shows the ensem-
ble mean change. The correlations are shown in the top right-hand corner of each plot.
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time‐mean zonal‐mean zonal wind, !u. The surface winds
reflect the convergence of westerly momentum aloft due to
the meridional propagation of eddies away from the bar-
oclinic source region, which is damped by friction near the
surface [Held, 1975], and so serve as a good indicator of the

position of the barotropic jet streams. F was calculated by
first linearly interpolating !u onto the 2.5° NCEP/NCAR grid,
and then fitting a quadratic to !u between the two latitudes
either side of the maximum.
[7] The annular mode definition is the same as in the work

by Gerber et al. [2008a], i.e., the first empirical orthogonal
function (EOF) of the zonal‐mean geopotential height
anomalies poleward of 20°S, latitude weighted to account
for converging meridians toward the pole. Because daily
geopotential height was not archived in the CMIP3 output, it
was calculated from the zonal‐mean zonal wind by assuming
geostrophic balance. The climatology from which the anom-
alies were defined was the mean for each calendar day, after
smoothing the daily data with a 31 day running mean. The
principle component of the leading EOF (PC1) is the time
series of the annular mode, and this was computed on each
pressure level. The e‐folding time scales, t, were then com-
puted at each level as in the work by Baldwin et al. [2003]. In
addition to the seasonally dependent time scale, we computed
an annual mean time scale without any seasonal decompo-
sition. The time scales were then averaged from 850 hPa to
200 hPa to obtain one value characteristic of the entire tro-
posphere. The e‐folding period for any given model is the
average from both the pre‐industrial control and the simula-
tion of 20th century climate (20C3M), and all ensemble
members were included to improve statistical confidence.

3. Results

[8] We first consider the relationship between a model’s
20th century climatology and its sensitivity to climate
forcing in the A2 scenario. In Figure 1a we show the shift in
the position of the annual mean SH surface westerlies over
the 21st century, DF, as a function of the model’s control
climatology, measured by the latitude of the jet in 20C3M
integration, F20C. The plot reveals a strong relationship
between F20C and DF: models that place the jet toward the
equator in the 203CM simulation tend to shift the jet further
poleward under global warming. We note that the dashed
line at 52 degrees marks the location of the observed 20th
century wind maximum, indicating that the surface wester-
lies are too far equatorward in all of the models. The linear
correlation coefficient betweenDF andF20C is −0.77 ± 0.33,
where error corresponds to the 90% confidence limit.
[9] The relationship between jet position and response on

a seasonal basis is explored in the first row of Table 1,
where we repeat the correlation analysis of Figure 1a on

Figure 1. (a) The latitude of the Southern Hemisphere
eddy‐driven jet stream in the CMIP3 global circulation
models 20C3M control simulations from 1960–2000, F20C,
versus the difference between F20C and the latitude of the
jet in the future A2 simulation during 2060–2100, DF. The
shift in jet position DF quantifies the respond of the circu-
lation to climate forcing. The model name is to the right of
each datum. (b) F20C versus the e‐folding time scale of the
Southern Annular Mode, t, which quantifies the persis-
tence of the models internal variability. The NCEP/NCAR
reanalysis datum was not included in the computation of
the correlation coefficient. (c) t versus DF. The uncertainty
associated with the correlation coefficient in each figure cor-
responds to the 90% confidence interval.
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GFDL Dynamical Core simulations
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FIG. 2. Zonal mean (a,b) heating profiles, (c,d) temperature responses, and (e,f) zonal wind responses for the

Northern Hemisphere. Dashed lines indicate the temperatures and winds from CTRL, while colors indicate the

anomalies for (c,e) TROP and (d,f) POLAR. For (c,d,e,f), the January/December response is shown on the right,

and the June/July response is shown on the left. Note that the color bar for (f) is smaller than that of (e).
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McGraw & Barnes (2016); in press

- forced by relaxing temperatures to an equilibrium profile based on 
  Held & Suarez (1994) 
- run under perpetual climate conditions (each month is separate) 
- no tropography 
- zonally symmetric 
- no well-resolved stratosphere
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FIG. 2. Zonal mean (a,b) heating profiles, (c,d) temperature responses, and (e,f) zonal wind responses for the

Northern Hemisphere. Dashed lines indicate the temperatures and winds from CTRL, while colors indicate the

anomalies for (c,e) TROP and (d,f) POLAR. For (c,d,e,f), the January/December response is shown on the right,

and the June/July response is shown on the left. Note that the color bar for (f) is smaller than that of (e).
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McGraw & Barnes (2016); in press

- forced by relaxing temperatures to an equilibrium profile based on 
  Held & Suarez (1994) 
- run under perpetual climate conditions (each month is separate) 
- no tropography 
- zonally symmetric 
- no well-resolved stratosphere
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FIG. 2. Zonal mean (a,b) heating profiles, (c,d) temperature responses, and (e,f) zonal wind responses for the

Northern Hemisphere. Dashed lines indicate the temperatures and winds from CTRL, while colors indicate the

anomalies for (c,e) TROP and (d,f) POLAR. For (c,d,e,f), the January/December response is shown on the right,

and the June/July response is shown on the left. Note that the color bar for (f) is smaller than that of (e).
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Figure 3. Seasonal cycle of monthly Cor(!o,Δ!) (black and green) and the standard deviation, across models, of monthly averaged " (red). Black points:
Future = RCP8.5, Past = historical. Green points: Future = abrupt4xCO2, Past = piControl. Error bars display 95% confidence intervals on Cor(!o,Δ!) calculated
using the Fisher transform [Devore, 1999].

These relationships are then shown separately for DJF and JJA in Figures 2d–2i. Cor(!o,Δ!) is much stronger
in JJA (panel g) than in DJF (panel d). In fact, it smoothly evolves between a minimum in summer (DJF) and
a maximum in winter (JJA) (Figure 3). This seasonality was also noted by KG2010, who speculated that the
reduced correlation in DJF may be due to disparity in the representation of stratospheric ozone forcing among
models [Son et al., 2008]. However, it persists in CMIP5, despite the more standardized treatment of ozone
depletion [Eyring et al., 2013]. To further confirm that this seasonality occurs regardless of the representation of
stratospheric ozone, the green points in Figure 3 show that for the abrupt4xCO2-piControl runs, Cor(!o,Δ!)
displays the same seasonality.

If the aforementioned FDT arguments explain Cor(!o,Δ!), then a similar seasonal dependence of the relation-
ship between " and !o would be expected. However, quite the opposite is seen. While Cor(!o, ") is significant
in both DJF and JJA, it is clear that the majority of the variance in " , present in the annual mean, comes from
DJF (Figure 3 and compare Figures 2e and 2h). During JJA, " is fairly constant across models, and much closer
to the reanalysis, with the slope of the best fitting regression line between " and !o being an order of magni-
tude less than in DJF. Versions of Figures 2h and 2i with more appropriate axes for viewing the model spread
in JJA are shown in supporting information Figure S1, making clear that models at opposite ends of the !o,
and hence Δ!, range, exhibit virtually identical values of " . Hence, the annual relationships in Figures 2a–2c
are mixing strong relationships between Δ! and !o in JJA and " and !o in DJF.

It is worth cautioning that the SAM timescale is not solely indicative of the strength of feedback processes,
as it can be influenced by external intraseasonal drivers of jet variability [Keeley et al., 2009; Simpson et al.,
2011]. Ideally, one would want to use a directly calculated measure of feedback strength, such as proposed in
[Simpson et al., 2013], rather than " , but the short timescales in JJA make the feedback strength calculation very
uncertain in those months, so we make do with " as a proxy. External drivers of variability certainly inflate the
timescales in DJF compared to JJA [Keeley et al., 2009; Simpson et al., 2011], which could account for some of
the increased variance in " then, but that is unlikely to be the whole story. DJF is the primary season where the
eddy feedback strength exhibits considerable spread across the models and is biased relative to the reanalysis
[Simpson et al., 2013, their Figure 10].

The seasonal decomposition, therefore, indicates that our understanding of the SH jet response to forcing,
and its connection to jet variability and climatological jet position, is fundamentally incomplete. An improved
understanding of the relevant processes is needed, if we are to explain this seasonality. In the season when
lower latitude jets respond more to forcings (JJA), all models exhibit similar SAM timescales (and thus inferred
eddy feedbacks), making it difficult to argue that lower latitude jets shift more because of stronger eddy feed-
backs. It is not clear why Cor(!o,Δ!) should be so strong in JJA and we do not provide a complete answer
below, but we do shed light on other seasonal dependencies that are likely part of the story.

3.2. The Latitudinal Structure and Magnitude of the Jet Response to Forcing
Considering the properties of the zonal wind response to forcing depicted schematically in Figure 1a, two
components could contribute to the jet latitude/jet shift relationship during JJA: a “structural” component and
a “magnitude” component. The structural component refers to the fact that the latitude of the wind responses
(!T and !P) relative to the climatological jet may depend on jet latitude in such a way as to represent more

SIMPSON AND POLVANI SH JET LATITUDES, JET SHIFTS AND THE SAM 4

Simpson & Polvani, (2016; GRL)
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Figure 3. Seasonal cycle of monthly Cor(!o,Δ!) (black and green) and the standard deviation, across models, of monthly averaged " (red). Black points:
Future = RCP8.5, Past = historical. Green points: Future = abrupt4xCO2, Past = piControl. Error bars display 95% confidence intervals on Cor(!o,Δ!) calculated
using the Fisher transform [Devore, 1999].

These relationships are then shown separately for DJF and JJA in Figures 2d–2i. Cor(!o,Δ!) is much stronger
in JJA (panel g) than in DJF (panel d). In fact, it smoothly evolves between a minimum in summer (DJF) and
a maximum in winter (JJA) (Figure 3). This seasonality was also noted by KG2010, who speculated that the
reduced correlation in DJF may be due to disparity in the representation of stratospheric ozone forcing among
models [Son et al., 2008]. However, it persists in CMIP5, despite the more standardized treatment of ozone
depletion [Eyring et al., 2013]. To further confirm that this seasonality occurs regardless of the representation of
stratospheric ozone, the green points in Figure 3 show that for the abrupt4xCO2-piControl runs, Cor(!o,Δ!)
displays the same seasonality.

If the aforementioned FDT arguments explain Cor(!o,Δ!), then a similar seasonal dependence of the relation-
ship between " and !o would be expected. However, quite the opposite is seen. While Cor(!o, ") is significant
in both DJF and JJA, it is clear that the majority of the variance in " , present in the annual mean, comes from
DJF (Figure 3 and compare Figures 2e and 2h). During JJA, " is fairly constant across models, and much closer
to the reanalysis, with the slope of the best fitting regression line between " and !o being an order of magni-
tude less than in DJF. Versions of Figures 2h and 2i with more appropriate axes for viewing the model spread
in JJA are shown in supporting information Figure S1, making clear that models at opposite ends of the !o,
and hence Δ!, range, exhibit virtually identical values of " . Hence, the annual relationships in Figures 2a–2c
are mixing strong relationships between Δ! and !o in JJA and " and !o in DJF.

It is worth cautioning that the SAM timescale is not solely indicative of the strength of feedback processes,
as it can be influenced by external intraseasonal drivers of jet variability [Keeley et al., 2009; Simpson et al.,
2011]. Ideally, one would want to use a directly calculated measure of feedback strength, such as proposed in
[Simpson et al., 2013], rather than " , but the short timescales in JJA make the feedback strength calculation very
uncertain in those months, so we make do with " as a proxy. External drivers of variability certainly inflate the
timescales in DJF compared to JJA [Keeley et al., 2009; Simpson et al., 2011], which could account for some of
the increased variance in " then, but that is unlikely to be the whole story. DJF is the primary season where the
eddy feedback strength exhibits considerable spread across the models and is biased relative to the reanalysis
[Simpson et al., 2013, their Figure 10].

The seasonal decomposition, therefore, indicates that our understanding of the SH jet response to forcing,
and its connection to jet variability and climatological jet position, is fundamentally incomplete. An improved
understanding of the relevant processes is needed, if we are to explain this seasonality. In the season when
lower latitude jets respond more to forcings (JJA), all models exhibit similar SAM timescales (and thus inferred
eddy feedbacks), making it difficult to argue that lower latitude jets shift more because of stronger eddy feed-
backs. It is not clear why Cor(!o,Δ!) should be so strong in JJA and we do not provide a complete answer
below, but we do shed light on other seasonal dependencies that are likely part of the story.

3.2. The Latitudinal Structure and Magnitude of the Jet Response to Forcing
Considering the properties of the zonal wind response to forcing depicted schematically in Figure 1a, two
components could contribute to the jet latitude/jet shift relationship during JJA: a “structural” component and
a “magnitude” component. The structural component refers to the fact that the latitude of the wind responses
(!T and !P) relative to the climatological jet may depend on jet latitude in such a way as to represent more

SIMPSON AND POLVANI SH JET LATITUDES, JET SHIFTS AND THE SAM 4

Simpson & Polvani, (2016; GRL)
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ABSTRACT

The detection of anthropogenic climate change can be improved by recognizing the seasonality in the
climate change response. This is demonstrated for the North Atlantic jet [zonal wind at 850 hPa (U850)] and
European precipitation responses projected by the climatemodels from phase 5 of CMIP (CMIP5). TheU850
future response is characterized by a marked seasonality: an eastward extension of the North Atlantic jet into
Europe in November–April and a poleward shift in May–October. Under the RCP8.5 scenario, the multi-
model mean response in U850 in these two extended seasonal means emerges by 2035–40 for the lower-
latitude features and by 2050–70 for the higher-latitude features, relative to the 1960–90 climate. This is 5–15
years earlier than when evaluated in the traditional meteorological seasons (December–February and June–
August), and it results from an increase in the signal-to-noise ratio associated with the spatial coherence of the
response within the extended seasons. The annual mean response lacks important information on the sea-
sonality of the response without improving the signal-to-noise ratio. The same two extended seasons are
demonstrated to capture the seasonality of the European precipitation response to climate change and to
anticipate its emergence by 10–20 years. Furthermore, some of the regional responses (such as the Medi-
terranean precipitation decline and the U850 response in North Africa in the extended winter) are projected
to emerge by 2020–25, according to the models with a strong response. Therefore, observations might soon be
useful to test aspects of the atmospheric circulation response predicted by some of the CMIP5 models.

1. Introduction

The evidence that climate is changing as a result of
anthropogenic greenhouse gas emissions continues to
strengthen (Bindoff et al. 2013). For thermodynamic
aspects of climate, such as surface temperature and
Arctic sea ice extent, significant observed trends have
already been detected and attributed to increasing levels
of greenhouse gases and changing aerosol concentra-
tions (Hegerl et al. 1997; Stott 2003; Barnett et al. 2005).
On the other hand, projected changes in atmospheric
circulation have not yet been detected in the observa-
tions, thus limiting the confidence in the future pro-
jections. This constitutes a key challenge for climate
science (Shepherd 2014) as future changes in atmo-
spheric circulation, midlatitude jets, and storm tracks
(Chang et al. 2012; Barnes and Polvani 2013; Zappa et al.

2013) may lead to large socioeconomic impacts by mod-
ulating regional storminess and precipitation (Pinto et al.
2012). It is therefore of great interest to find any approach
that might allow an earlier detection of the atmospheric
circulation response to climate change in observations.
The main limitation to the detection of the atmospheric

circulation response to climate change is the large natural
variability that characterizes the climate system (Hawkins
and Sutton 2009; Deser et al. 2012). Natural variability is
internal to the atmosphere–ocean–sea ice coupled system
and it occurs independently of changes in external forcing.
Deser et al. (2012) suggest that future trends in pre-
cipitation and sea level pressure at single locations will be
dominated by natural climate variability for at least 50
years. Local trends in temperature can also be modulated
by natural variability (Deser et al. 2014), although the
trends are more robust than for precipitation or sea level
pressure. Furthermore, the climate change response can
project onto modes of atmospheric natural variability,
making it more difficult to distinguish between the forced
and internal components (Palmer 1999). For example, it is
still unclear whether the observed trend in North Atlantic

Corresponding author address:Giuseppe Zappa, Department of
Meteorology, University of Reading, Earley Gate, P.O. Box 243,
Reading RG6 6BB, United Kingdom.
E-mail: g.zappa@reading.ac.uk
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Atlantic jet, as measured by the latitude of strongest
westerlies, in autumn [September–November (SON)] in
the CMIP5 models.
The November response is intermediate between that

of December–April and that of May–October. In par-
ticular, the November response features both a pole-
ward shift of the jet in the North Atlantic and a dipole
response between central Europe and North Africa,
which are the main characteristics of the summer and
winter responses, respectively.
Overall, these results suggest that the future re-

sponse of the North Atlantic eddy-driven jet to climate
change involves two different dynamical responses:
a poleward shift from May to November and an east-
ward extension into Europe from November to April.
This suggests that splitting the year into an extended
winter and an extended summer season is dynamically
sound for detecting zonal wind changes in the North
Atlantic and Europe. November could be included in
either of the two extended seasons; for simplicity, it will
be included in the extended winter period so as to split
the year into two 6-month periods [May–October
(MJJASO) and November–April (NDJFMA)]. These
will be referred to as extended summer and winter,
respectively. This partitioning of the year into ex-
tended seasons has been used in some previous studies
(e.g., Wallace et al. 2012; Seager et al. 2014), although
motivated by different arguments (see discussion in the
conclusions).

4. The time of emergence of the U850 response

The previous section showed that the U850 response in
the CMIP5 climate models can be well described by two
6-month extended seasonal averages. In this section, we
explore the potential to detect the climate change response
in these extended seasonal averages compared with the
meteorological seasons. The results will be separately
presented for summer and winter. The uncertainty due to
differences in the model responses will then be discussed.

a. Summer

Figures 2a and 2b show the multimodel mean end-of-
century U850 response for the meteorological [June–
August (JJA)] and extended (MJJASO) summertime
averages. The U850 response in MJJASO strongly re-
sembles that found in JJA, and they both show the di-
polar response associated with the poleward shift of the
NorthAtlantic jet. This suggests that little information is
lost by extending the season length. Furthermore, stip-
pling is added to Figs. 2a and 2b where at least 90% of
the models agree on the sign of the projected change.
This shows that there is high consensus on the projected
poleward shift of the jet in both JJA andMJJASOacross
the CMIP5 models, but the region over which there is
consensus is extended in MJJASO.
The time of emergence of the CMIP5 multimodel

mean U850 response is presented in Figs. 2c and 2d for
JJA and MJJASO, respectively. The interpretation of

FIG. 2. Multimodel mean end-of-century U850 response separately computed for the (a) meteorological summer
(JJA) and (b) extended summer (MJJASO) time averages. (c),(d) The time of emergence of the U850 response
evaluated for the time periods in (a) and (b), respectively. In (a) and (b), stippling is applied where at least 90% of
the models show a response of the same sign for the end-of-century climate change response, and the gray contours
correspond to the 4 (outer) and 8 (inner) m s21 isotachs of U850 in the historical period in the multimodel mean.
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Fig. 3. Seasonal changes in the North America/North Atlantic sector between 2020-2044 and 1980-
2004 of (a) Arctic amplification change in Arctic temperature divided by global mean temperature
change, (b) 500 hPa zonal wind change averaged between 30o-70o N, (c) jet speed, (d) jet shift, (e)
500 hPa geopotential phase speed change for wave numbers 1-6 (f) maximum DayMaxMin* wave
extent, and (g) blocking frequency. Vertical bars denote the 10th-90th percentile range, and crosses
denote model responses that fall outside of this range. The horizontal bar denotes the multi-model
mean response.
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Fig. 1. The North America/North Atlantic sector (white contours) used to define the circulation
metrics used in this study. Also shown is the (shading) 500 geopotential height on January 15, 2005
from the GFDL-CM3 Historical integration. An example geopotential height isopleth (5350 m) is
outlined by the dashed black line, with white circles indicating the day’s maximum and minimum
latitudes over the North America/North Atlantic region.
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Near-term projections over N. Atlantic/N. America (2020-2044) - (1980-2004)
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Fig. 3. Seasonal changes in the North America/North Atlantic sector between 2020-2044 and 1980-
2004 of (a) Arctic amplification change in Arctic temperature divided by global mean temperature
change, (b) 500 hPa zonal wind change averaged between 30o-70o N, (c) jet speed, (d) jet shift, (e)
500 hPa geopotential phase speed change for wave numbers 1-6 (f) maximum DayMaxMin* wave
extent, and (g) blocking frequency. Vertical bars denote the 10th-90th percentile range, and crosses
denote model responses that fall outside of this range. The horizontal bar denotes the multi-model
mean response.
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Fig. 1. The North America/North Atlantic sector (white contours) used to define the circulation
metrics used in this study. Also shown is the (shading) 500 geopotential height on January 15, 2005
from the GFDL-CM3 Historical integration. An example geopotential height isopleth (5350 m) is
outlined by the dashed black line, with white circles indicating the day’s maximum and minimum
latitudes over the North America/North Atlantic region.
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Fig. 3. Seasonal changes in the North America/North Atlantic sector between 2020-2044 and 1980-
2004 of (a) Arctic amplification change in Arctic temperature divided by global mean temperature
change, (b) 500 hPa zonal wind change averaged between 30o-70o N, (c) jet speed, (d) jet shift, (e)
500 hPa geopotential phase speed change for wave numbers 1-6 (f) maximum DayMaxMin* wave
extent, and (g) blocking frequency. Vertical bars denote the 10th-90th percentile range, and crosses
denote model responses that fall outside of this range. The horizontal bar denotes the multi-model
mean response.
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Near-term projections over N. Atlantic/N. America (2020-2044) - (1980-2004)
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Fig. 3. Seasonal changes in the North America/North Atlantic sector between 2020-2044 and 1980-
2004 of (a) Arctic amplification change in Arctic temperature divided by global mean temperature
change, (b) 500 hPa zonal wind change averaged between 30o-70o N, (c) jet speed, (d) jet shift, (e)
500 hPa geopotential phase speed change for wave numbers 1-6 (f) maximum DayMaxMin* wave
extent, and (g) blocking frequency. Vertical bars denote the 10th-90th percentile range, and crosses
denote model responses that fall outside of this range. The horizontal bar denotes the multi-model
mean response.
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Fig. 1. The North America/North Atlantic sector (white contours) used to define the circulation
metrics used in this study. Also shown is the (shading) 500 geopotential height on January 15, 2005
from the GFDL-CM3 Historical integration. An example geopotential height isopleth (5350 m) is
outlined by the dashed black line, with white circles indicating the day’s maximum and minimum
latitudes over the North America/North Atlantic region.
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Fig. 3. Seasonal changes in the North America/North Atlantic sector between 2020-2044 and 1980-
2004 of (a) Arctic amplification change in Arctic temperature divided by global mean temperature
change, (b) 500 hPa zonal wind change averaged between 30o-70o N, (c) jet speed, (d) jet shift, (e)
500 hPa geopotential phase speed change for wave numbers 1-6 (f) maximum DayMaxMin* wave
extent, and (g) blocking frequency. Vertical bars denote the 10th-90th percentile range, and crosses
denote model responses that fall outside of this range. The horizontal bar denotes the multi-model
mean response.
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Near-term projections
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Fig. 3. Seasonal changes in the North America/North Atlantic sector between 2020-2044 and 1980-
2004 of (a) Arctic amplification change in Arctic temperature divided by global mean temperature
change, (b) 500 hPa zonal wind change averaged between 30o-70o N, (c) jet speed, (d) jet shift, (e)
500 hPa geopotential phase speed change for wave numbers 1-6 (f) maximum DayMaxMin* wave
extent, and (g) blocking frequency. Vertical bars denote the 10th-90th percentile range, and crosses
denote model responses that fall outside of this range. The horizontal bar denotes the multi-model
mean response.
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Near-term projections over N. Atlantic/N. America (2020-2044) - (1980-2004)
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Fig. 3. Seasonal changes in the North America/North Atlantic sector between 2020-2044 and 1980-
2004 of (a) Arctic amplification change in Arctic temperature divided by global mean temperature
change, (b) 500 hPa zonal wind change averaged between 30o-70o N, (c) jet speed, (d) jet shift, (e)
500 hPa geopotential phase speed change for wave numbers 1-6 (f) maximum DayMaxMin* wave
extent, and (g) blocking frequency. Vertical bars denote the 10th-90th percentile range, and crosses
denote model responses that fall outside of this range. The horizontal bar denotes the multi-model
mean response.
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Fig. 1. The North America/North Atlantic sector (white contours) used to define the circulation
metrics used in this study. Also shown is the (shading) 500 geopotential height on January 15, 2005
from the GFDL-CM3 Historical integration. An example geopotential height isopleth (5350 m) is
outlined by the dashed black line, with white circles indicating the day’s maximum and minimum
latitudes over the North America/North Atlantic region.
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Near-term projections
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Fig. 3. Seasonal changes in the North America/North Atlantic sector between 2020-2044 and 1980-
2004 of (a) Arctic amplification change in Arctic temperature divided by global mean temperature
change, (b) 500 hPa zonal wind change averaged between 30o-70o N, (c) jet speed, (d) jet shift, (e)
500 hPa geopotential phase speed change for wave numbers 1-6 (f) maximum DayMaxMin* wave
extent, and (g) blocking frequency. Vertical bars denote the 10th-90th percentile range, and crosses
denote model responses that fall outside of this range. The horizontal bar denotes the multi-model
mean response.
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Fig. 3. Seasonal changes in the North America/North Atlantic sector between 2020-2044 and 1980-
2004 of (a) Arctic amplification change in Arctic temperature divided by global mean temperature
change, (b) 500 hPa zonal wind change averaged between 30o-70o N, (c) jet speed, (d) jet shift, (e)
500 hPa geopotential phase speed change for wave numbers 1-6 (f) maximum DayMaxMin* wave
extent, and (g) blocking frequency. Vertical bars denote the 10th-90th percentile range, and crosses
denote model responses that fall outside of this range. The horizontal bar denotes the multi-model
mean response.
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27 CMIP5 GCMs 
Barnes & Polvani (2015; JCLI)

No consensus in the 
circulation response 



Elizabeth A. BarnesCSU

Long-term projections over N. Atlantic/N. America (2099-2076) - (1980-2004)
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Fig. 1. The North America/North Atlantic sector (white contours) used to define the circulation
metrics used in this study. Also shown is the (shading) 500 geopotential height on January 15, 2005
from the GFDL-CM3 Historical integration. An example geopotential height isopleth (5350 m) is
outlined by the dashed black line, with white circles indicating the day’s maximum and minimum
latitudes over the North America/North Atlantic region.
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Long-term projections
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Fig. 4. As in Fig. 3, but for the end of the 21st Century changes defined as the difference between
2076-2099 and 1980-2004.
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Long-term projections over N. Atlantic/N. America (2099-2076) - (1980-2004)
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Fig. 1. The North America/North Atlantic sector (white contours) used to define the circulation
metrics used in this study. Also shown is the (shading) 500 geopotential height on January 15, 2005
from the GFDL-CM3 Historical integration. An example geopotential height isopleth (5350 m) is
outlined by the dashed black line, with white circles indicating the day’s maximum and minimum
latitudes over the North America/North Atlantic region.
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Long-term projections
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Fig. 4. As in Fig. 3, but for the end of the 21st Century changes defined as the difference between
2076-2099 and 1980-2004.
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Fig. 4. As in Fig. 3, but for the end of the 21st Century changes defined as the difference between
2076-2099 and 1980-2004.
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Long-term projections over N. Atlantic/N. America (2099-2076) - (1980-2004)
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Fig. 1. The North America/North Atlantic sector (white contours) used to define the circulation
metrics used in this study. Also shown is the (shading) 500 geopotential height on January 15, 2005
from the GFDL-CM3 Historical integration. An example geopotential height isopleth (5350 m) is
outlined by the dashed black line, with white circles indicating the day’s maximum and minimum
latitudes over the North America/North Atlantic region.
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Long-term projections
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Fig. 4. As in Fig. 3, but for the end of the 21st Century changes defined as the difference between
2076-2099 and 1980-2004.
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Fig. 4. As in Fig. 3, but for the end of the 21st Century changes defined as the difference between
2076-2099 and 1980-2004.
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Fig. 4. As in Fig. 3, but for the end of the 21st Century changes defined as the difference between
2076-2099 and 1980-2004.
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Long-term projections over N. Atlantic/N. America (2099-2076) - (1980-2004)
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Fig. 1. The North America/North Atlantic sector (white contours) used to define the circulation
metrics used in this study. Also shown is the (shading) 500 geopotential height on January 15, 2005
from the GFDL-CM3 Historical integration. An example geopotential height isopleth (5350 m) is
outlined by the dashed black line, with white circles indicating the day’s maximum and minimum
latitudes over the North America/North Atlantic region.
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Long-term projections
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Fig. 4. As in Fig. 3, but for the end of the 21st Century changes defined as the difference between
2076-2099 and 1980-2004.
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Fig. 4. As in Fig. 3, but for the end of the 21st Century changes defined as the difference between
2076-2099 and 1980-2004.
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Fig. 4. As in Fig. 3, but for the end of the 21st Century changes defined as the difference between
2076-2099 and 1980-2004.

35

27 CMIP5 GCMs 
Barnes & Polvani (2015; JCLI)

No consensus in the 
circulation response or 

response is of the 
opposite sign to that 

hypothesized 



Elizabeth A. BarnesCSU

Long-term projections over N. Atlantic/N. America (2099-2076) - (1980-2004)
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Fig. 1. The North America/North Atlantic sector (white contours) used to define the circulation
metrics used in this study. Also shown is the (shading) 500 geopotential height on January 15, 2005
from the GFDL-CM3 Historical integration. An example geopotential height isopleth (5350 m) is
outlined by the dashed black line, with white circles indicating the day’s maximum and minimum
latitudes over the North America/North Atlantic region.
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Fig. 4. As in Fig. 3, but for the end of the 21st Century changes defined as the difference between
2076-2099 and 1980-2004.
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Can it? Modeling evidence

coupled CCSM4 simulations  
with additional long wave radiative fluxes in the ice model 

Deser, Tomas, et al. (2015; JCLI)

-NAO pattern
(equatorward jet shift)

recent coupled GCM experiments also demonstrate a midlatitude response

climate system. Next, we investigate the global tem-
perature and zonal wind responses to Arctic sea ice loss,
which are initiated by the anomalous upward surface
heat fluxes in regions of ice melt.

b. Zonal-mean temperature and zonal wind
responses to Arctic sea ice loss

The zonally averaged annual-mean temperature and
zonal wind responses as a function of height and latitude
from the coupled and uncoupled experiments are shown
in Fig. 3, superimposed upon the climatological distribu-
tions from the corresponding control (e.g., late twentieth
century) runs. The thermal response in DICE_coupled is

global in extent and exhibits remarkable symmetry
about the equator, even though the forcing is confined to
the surface of the Arctic Ocean (Fig. 3a). The entire
troposphere warms by a few tenths of 8C, with relative
maxima in the tropical upper troposphere (0.58C) and
near the surface at both poles (0.58C at 608–808S and 68C
at 808–908N). In addition to tropospheric warming, the
extratropical lower stratosphere in both hemispheres
cools slightly. This pattern bears a strong resemblance to
the fully coupled climate response to increased GHG
(DRCP8.5) as discussed below, albeit with reduced
amplitude (;10% in most areas outside of the Arctic;
Table 2).

FIG. 3. Annual zonally averaged (a)–(c) air temperature (8C) and (d)–(f) zonal wind (m s21) responses (color shading; color bars at
bottom of each column) to Arctic sea ice loss in (top)–(bottom) DICE_coupled, DICE_atm, and their difference. Stippling indicates that
the response is statistically significant at the 95% confidence level. Contours indicate the climatological temperature (contour interval of
108C) and zonal wind (contour interval of 5 m s21, zero contour thickened) distributions from the control runs.
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and the minimum ice loss occurs in February–April
(22.53 106 km2 corresponding to a 20% reduction from
the late twentieth century).
The local SST increase associated with Arctic sea ice

loss, determined by averaging SSTs for all grid cells

experiencing SIC loss in the late twenty-first century
compared to the late twentieth century, shows maxi-
mum values in July–September (;28C in DRCP8.5 and
;1.758C in DICE_coupled) and minimum values in
January–April (;0.88C in DRCP8.5 and ;0.48C in

FIG. 1. Sea ice concentration (%) distributions in (top) March and (middle) September from the late (left)
twentieth-century and (center) late twenty-first-century coupled experiments and (right) their difference. (bottom)
Monthly Arctic sea ice extent (106 km2) during the late twentieth century (solid lines) and late twenty-first century
(dashed lines) from the historical and RCP8.5 CCSM4 experiments (red) and the Arctic sea ice coupled experiments
(blue).
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Tug-of-war

- In CCSM4, the sea ice loss effects appears to cancel the poleward shift 
of the jet  

- In other CMIP5 models, the poleward shift “wins”, and others the 
equatorward shift “wins”

a pattern that resembles theGHG-forced response (recall
Fig. 5a). This warming pattern is accompanied by an in-
tensification of the global atmospheric hydrological cycle
as shown in Fig. 7. In particular, atmospheric condensa-
tional heating in DICE_coupled increases in the upper
troposphere and decreases in the lower troposphere,
indicative of an upward and poleward shift of the clima-
tological heating maxima in both hemispheres (Fig. 7a).
Embedded within this large-scale pattern is an in-
tensification of the two ITCZ heating maxima, especially
on their equatorward sides near 58N and 58S. The Arctic
planetary boundary layer also shows an increase in con-
densational heating. The global structure of the conden-
sational heating response to Arctic sea ice loss bears
a striking resemblance to that in DRPC8.5, with;15% of
the amplitude, reinforcing the notion that Arctic sea ice
loss leads to a ‘‘mini’’ global warming pattern when ocean
feedbacks are included (Fig. 7b; note different color scale).
In contrast, without ocean feedbacks, the condensational
heating response to Arctic sea ice loss is primarily con-
fined to the Arctic planetary boundary layer (not shown).
Consistent with the atmospheric condensational heating

response, DICE_coupled shows a global increase in
precipitation, with the largest increases in the Arctic
(;0.2mmday21), and more modest increases in the deep
tropics (;0.05–0.10mmday21) and middle latitudes of
both hemispheres (;0.05mmday21) (blue curve in Fig. 7c,
left y-axis scale). Most of the precipitation increase pole-
ward of;708N is due to the direct atmospheric response to
sea ice loss (DICE_atm; green curve in Fig. 7c, left y-axis
scale), while the nonlocal precipitation enhancement is due
to ocean–atmosphere coupling. Thus, air–sea feedbacks

impart a high degree of equatorial symmetry to the global-
scale precipitation response (dotted blue curve in Fig. 7c,
left y-axis scale), a structure that resembles the fully cou-
pled response to GHG forcing (DRPC8.5) with ;15% of
the amplitude (red curve in Fig. 7c, right y-axis scale).

e. Spatial patterns of the tropical precipitation and
SST responses to Arctic sea ice loss

Insight into the response of tropical precipitation to
Arctic sea ice loss may be gained by examining its spatial
pattern in the context of the underlying SST response.
Figure 8 shows the simulated climatological rainfall
distribution in the tropics and its response to Arctic sea
ice loss in DICE_coupled. In response to Arctic sea ice
loss, the climatological ITCZs in the Pacific shift equa-
torward and the South Pacific convergence zone (SPCZ)
shifts northeastward (cf. Figs. 8a,b). The Atlantic ITCZ
also shifts toward the equator, while the Indian Ocean
ITCZ, which is located south of the equator in the annual
mean, shows a slight strengthening. The equatorward
displacements of the Pacific ITCZs in DICE_coupled can
be understood in the context of the underlying SST re-
sponse shown in Fig. 8c. Tropical SSTs increase by 0.28–
0.38C, with maximum warming along the equator in the
Pacific sector. Thus, the Pacific ITCZs shift equatorward
in response to the altered local meridional SST gradient.
A similar relationship between rainfall and SST anoma-
lies is found for DRPC8.5 (not shown). The resemblance
of the Pacific ITCZ response patterns in DICE_coupled
(Fig. 8b) and DRPC8.5 (Fig. 8d) is noteworthy, although
themagnitude of the response toArctic sea ice loss is only
;15% of that associated with GHG changes.

FIG. 6. (a) Monthly zonally averaged 700-hPa zonal wind (m s21) response (color shading) in DRCP8.5; (b) as in
(a), but after removing the effects of Arctic sea ice loss (obtained by subtracting DICE_coupled from DRCP8.5).
Stippling indicates that the response is statistically significant at the 95% confidence level. Contours indicate the
climatological values from the CCSM4 historical run (contour interval is 5 m s21, zero contour is thickened, and
negative values are dashed). The months May–August have been repeated for clarity.
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ABSTRACT

Stratospheric ozone is expected to recover by the end of this century because of the regulation of ozone-
depleting substances by the Montreal Protocol. Targeted modeling studies have suggested that the climate
response to ozone recovery will greatly oppose the climate response to rising greenhouse gas (GHG) emis-
sions. However, the extent of this cancellation remains unclear since only a few such studies are available.
Here, a much larger set of simulations performed for phase 5 of the Coupled Model Intercomparison Project
is analyzed, which includes ozone recovery. It is shown that the closing of the ozone hole will cause a delay in
summertime [December–February (DJF)] Southern Hemisphere climate change between now and 2045.
Specifically, it is found that the position of the jet stream, the width of the subtropical dry zones, the sea-
sonality of surface temperatures, and sea ice concentrations all exhibit significantly reduced summertime
trends over the first half of the twenty-first century as a consequence of ozone recovery. After 2045, forcing
from GHG emissions begins to dominate the climate response. Finally, comparing the relative influences of
future GHG emissions and historic ozone depletion, it is found that the simulated DJF tropospheric circu-
lation changes between 1965 and 2005 (driven primarily by ozone depletion) are larger than the projected
changes in any future scenario over the entire twenty-first century.

1. Introduction

Polar stratospheric ozone depletion has induced
changes in the Southern Hemisphere climate with ob-
servational evidence of its impact on the atmospheric
[Roscoe andHaigh (2007); Lee and Feldstein (2013); see
Thompson et al. (2011) for a recent review], oceanic
(Waugh et al. 2013), and hydrological (Kang et al. 2011)
circulations. Modeling-based studies have documented
the impact of the Montreal Protocol in mitigating future
sea ice loss (Smith et al. 2012) and changes in Earth’s
hydroclimate (Wu et al. 2012) that would have occurred

with unabated stratospheric ozone depletion. Looking
to the future, the effects of stratospheric ozone recovery
on Southern Hemisphere climate are expected to coun-
teract the effects of greenhouse gas warming (e.g.,
Arblaster et al. 2011; Polvani et al. 2011a; McLandress
et al. 2011; Wilcox et al. 2012).
Previous studies have focused on targeted, ozone-on–

ozone-off simulations to determine the importance of
past and future stratospheric ozone changes on the cli-
mate system (e.g., Sigmond and Fyfe 2010; Polvani et al.
2011b; Smith et al. 2012; Wu et al. 2012). While these
single-forcing model experiments are clean and unambig-
uous tools to determine the influence of ozone recovery
on global climate, they inherently exclude feedbacks
between the transient greenhouse gas–induced response
and the response resulting from ozone recovery. Addi-
tional studies (e.g., McLandress et al. 2011; Polvani et al.
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diagnostics: rather, they confirm a broad hemispheric-
wide response of the circulation to stratospheric ozone
depletion and recovery. These similarities also support
the conclusions of Scheff and Frierson (2012b), whereby
the shifts in the hydrological cycle are coupled to the
simultaneous poleward shift of theHadley cell edge with
the midlatitude storm tracks and jet.

6. Seasonality of the circulation trends

The seasonality of stratospheric ozone depletion and
recovery is documented extensively in the model-based
literature (see, e.g., Eyring et al. 2013). We exploit this
seasonality to provide further evidence that the reduced
trends in the period 2005–45 are largely a result of
stratospheric ozone recovery canceling the effects of
GHG increases. Figure 6a shows the total shift in the
jet latitude as a function of month and time period for
RCP8.5; similarly, Fig. 6b shows the shift in the sub-
tropical dry zone edge. During the O3DEPL period
(1970–2005; red curves), the largest poleward shifts are
found in the summer, when springtime stratospheric
ozone depletion induces the largest tropospheric re-
sponse; no consistent trend among the models is found
during the winter months, as previously shown. During
the O3RCVR period (2005–45; black curves), most
models exhibit a poleward shift of the jet and dry zone
edge outside of the summer months. The near-zero multi-
model mean shift during summer confirms that ozone

recovery is canceling the GHG-induced shift in DJF.
When ozone has largely recovered (2045–2100; blue
curves), there is less seasonal variation in the trends of
the jet and subtropical dry zone positions. This further
supports the conclusion that the seasonality of the trends
during the O3DEPL period cannot be due to GHGs
alone, as these influence the circulation year-round.
Note that the seasonality of trends in Fig. 6a is clearer
than Fig. 6b, since the ozone signal weakens with dis-
tance from the pole as noted by Polvani et al. (2011b).

7. Seasonal surface temperature trends

Bitz and Polvani (2012) studied the effects of strato-
spheric ozone depletion on Southern Hemisphere sur-
face temperatures using an ocean eddy–resolving coupled
climate model and found that the annual-mean mid- to
high-latitude surface temperatures warmed with ozone
depletion. The opposite response is expected to follow
from the projected recovery of stratospheric ozone, as
suggested by the results of Smith et al. (2012). In this
section we investigate whether a surface temperature
response to ozone depletion and recovery can be iden-
tified in the Southern Hemisphere climate in CMIP5.
The RCP8.5 simulations show a monotonic increase

of 2-m air temperature over the Southern Ocean (468–
908S) in the annual mean (Fig. 7a), with the warming
trends increasing steadily with time over the next cen-
tury. The summer and winter months, individually, also

FIG. 6. Shift in the SouthernHemisphere (a) jet and (b) dry zone edge (zero crossing of precipitationminus evaporation) as a function of
month for three time periods over the historical and RCP8.5 scenarios. (c) Similar to (a),(b), but for the area-averaged high-latitude (468–
908S) 2-m air temperature. In all panels, the bars denote the 25th–75th percentile range, and the crosses denote values outside of this
interval. The calculation is done as a time-slice difference, and the years used for each time period are given in Table 3.
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ABSTRACT

Stratospheric ozone is expected to recover by the end of this century because of the regulation of ozone-
depleting substances by the Montreal Protocol. Targeted modeling studies have suggested that the climate
response to ozone recovery will greatly oppose the climate response to rising greenhouse gas (GHG) emis-
sions. However, the extent of this cancellation remains unclear since only a few such studies are available.
Here, a much larger set of simulations performed for phase 5 of the Coupled Model Intercomparison Project
is analyzed, which includes ozone recovery. It is shown that the closing of the ozone hole will cause a delay in
summertime [December–February (DJF)] Southern Hemisphere climate change between now and 2045.
Specifically, it is found that the position of the jet stream, the width of the subtropical dry zones, the sea-
sonality of surface temperatures, and sea ice concentrations all exhibit significantly reduced summertime
trends over the first half of the twenty-first century as a consequence of ozone recovery. After 2045, forcing
from GHG emissions begins to dominate the climate response. Finally, comparing the relative influences of
future GHG emissions and historic ozone depletion, it is found that the simulated DJF tropospheric circu-
lation changes between 1965 and 2005 (driven primarily by ozone depletion) are larger than the projected
changes in any future scenario over the entire twenty-first century.

1. Introduction

Polar stratospheric ozone depletion has induced
changes in the Southern Hemisphere climate with ob-
servational evidence of its impact on the atmospheric
[Roscoe andHaigh (2007); Lee and Feldstein (2013); see
Thompson et al. (2011) for a recent review], oceanic
(Waugh et al. 2013), and hydrological (Kang et al. 2011)
circulations. Modeling-based studies have documented
the impact of the Montreal Protocol in mitigating future
sea ice loss (Smith et al. 2012) and changes in Earth’s
hydroclimate (Wu et al. 2012) that would have occurred

with unabated stratospheric ozone depletion. Looking
to the future, the effects of stratospheric ozone recovery
on Southern Hemisphere climate are expected to coun-
teract the effects of greenhouse gas warming (e.g.,
Arblaster et al. 2011; Polvani et al. 2011a; McLandress
et al. 2011; Wilcox et al. 2012).
Previous studies have focused on targeted, ozone-on–

ozone-off simulations to determine the importance of
past and future stratospheric ozone changes on the cli-
mate system (e.g., Sigmond and Fyfe 2010; Polvani et al.
2011b; Smith et al. 2012; Wu et al. 2012). While these
single-forcing model experiments are clean and unambig-
uous tools to determine the influence of ozone recovery
on global climate, they inherently exclude feedbacks
between the transient greenhouse gas–induced response
and the response resulting from ozone recovery. Addi-
tional studies (e.g., McLandress et al. 2011; Polvani et al.
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diagnostics: rather, they confirm a broad hemispheric-
wide response of the circulation to stratospheric ozone
depletion and recovery. These similarities also support
the conclusions of Scheff and Frierson (2012b), whereby
the shifts in the hydrological cycle are coupled to the
simultaneous poleward shift of theHadley cell edge with
the midlatitude storm tracks and jet.

6. Seasonality of the circulation trends

The seasonality of stratospheric ozone depletion and
recovery is documented extensively in the model-based
literature (see, e.g., Eyring et al. 2013). We exploit this
seasonality to provide further evidence that the reduced
trends in the period 2005–45 are largely a result of
stratospheric ozone recovery canceling the effects of
GHG increases. Figure 6a shows the total shift in the
jet latitude as a function of month and time period for
RCP8.5; similarly, Fig. 6b shows the shift in the sub-
tropical dry zone edge. During the O3DEPL period
(1970–2005; red curves), the largest poleward shifts are
found in the summer, when springtime stratospheric
ozone depletion induces the largest tropospheric re-
sponse; no consistent trend among the models is found
during the winter months, as previously shown. During
the O3RCVR period (2005–45; black curves), most
models exhibit a poleward shift of the jet and dry zone
edge outside of the summer months. The near-zero multi-
model mean shift during summer confirms that ozone

recovery is canceling the GHG-induced shift in DJF.
When ozone has largely recovered (2045–2100; blue
curves), there is less seasonal variation in the trends of
the jet and subtropical dry zone positions. This further
supports the conclusion that the seasonality of the trends
during the O3DEPL period cannot be due to GHGs
alone, as these influence the circulation year-round.
Note that the seasonality of trends in Fig. 6a is clearer
than Fig. 6b, since the ozone signal weakens with dis-
tance from the pole as noted by Polvani et al. (2011b).

7. Seasonal surface temperature trends

Bitz and Polvani (2012) studied the effects of strato-
spheric ozone depletion on Southern Hemisphere sur-
face temperatures using an ocean eddy–resolving coupled
climate model and found that the annual-mean mid- to
high-latitude surface temperatures warmed with ozone
depletion. The opposite response is expected to follow
from the projected recovery of stratospheric ozone, as
suggested by the results of Smith et al. (2012). In this
section we investigate whether a surface temperature
response to ozone depletion and recovery can be iden-
tified in the Southern Hemisphere climate in CMIP5.
The RCP8.5 simulations show a monotonic increase

of 2-m air temperature over the Southern Ocean (468–
908S) in the annual mean (Fig. 7a), with the warming
trends increasing steadily with time over the next cen-
tury. The summer and winter months, individually, also

FIG. 6. Shift in the SouthernHemisphere (a) jet and (b) dry zone edge (zero crossing of precipitationminus evaporation) as a function of
month for three time periods over the historical and RCP8.5 scenarios. (c) Similar to (a),(b), but for the area-averaged high-latitude (468–
908S) 2-m air temperature. In all panels, the bars denote the 25th–75th percentile range, and the crosses denote values outside of this
interval. The calculation is done as a time-slice difference, and the years used for each time period are given in Table 3.
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Shifts of the North Atlantic jet-stream by 2100

- jet-stream shifts poleward in most months of the year but not in winter 

- interplay between high- and low latitude warming? (see Held (1993; BAMS), Harvey, 
Shaffrey et al. (2013), Cattiaux & Cassou (2013))
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tug-of-war between 
tropical & polar warming?
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Modeling evidence

idealized modeling studies with polar heating show an equatorward jet 
shift when polar cap is heated

to polar warming is in the opposite sense of the response
to both tropical tropospheric warming and polar strato-
spheric cooling.

4. Sensitivity to multiple thermal forcings and
changes in the basic state

The atmospheric basic state likely plays an important
role in determining the response of the eddy fluxes of
heat and momentum to thermal forcing (e.g., Sigmond
and Scinocca 2010). In this section, we examine the ef-
fects of the background state in two ways: 1) we examine
the effects of applying multiple thermal forcings simul-
taneously, and 2) we examine the effects of changing the
basic state from equinoctial to wintertime conditions.

a. Multiple thermal forcings

In Fig. 8 we examine the combined response to mul-
tiple forcings and then compare the results with the sum
of the responses to the individual forcings. We consider
three principal thermal forcings: the tropical tropo-
spheric heating from Fig. 2a, the polar stratospheric
cooling from Fig. 5a, and the polar surface warming
from Fig. 7. The stratospheric cooling is limited to the
SH to represent hemispheric asymmetries in ozone de-
pletion; the polar surface warming is limited to the NH
to represent hemispheric asymmetries in polar climate
change. The combined forcing is shown in the top panel
in Fig. 8; the responses to the combined forcing are
shown in Fig. 8b; and the sums of the individual re-
sponses to the three forcings from Fig. 2a, Fig. 5a (ap-
plied to the SH), and Fig. 7 (applied to the NH) are
shown in Fig. 8c.
The results in Fig. 8 confirm that the effects on the

extratropical storm tracks of tropical tropospheric and
polar surface warming are in the opposite sense. Thus
the simulated response of the storm track to tropical

tropospheric warming is mitigated in the Northern
Hemisphere by Arctic warming, and this mitigation may
provide an explanation for the relatively weak annular
mode trends found in the NH in several climate change
simulations (e.g., Miller et al. 2006). More surprisingly,
the results in Fig. 8 highlight a high degree of nonlinearity
in the response to multiple thermal forcings. The re-
sponse to the combined forcings (Fig. 8b) is structurally
similar but very different in amplitude to the sum of
the individual responses (Fig. 8c), particularly in the SH.
The most pronounced differences between the combined
responses and the sum of the individual responses are
stronger cooling in the SH and tropical stratosphere in
the combined response (cf. the left panels in Figs. 8b,c)
but larger tropospheric zonal wind anomalies in the sum-
med responses (cf. the right panels in Figs. 8b,c). The
results in Figs. 8b,c thus reveal that the amplitude of the
response to a given thermal forcing is strongly dependent
on the other thermal forcings applied to the system.

b. Changing the basic state from equinoctial to
wintertime conditions

In Figs. 9–11 we examine the effects of changing the
basic state from equinoctial to wintertime conditions
on some of our key results. In the experiments described
in section 3, the basic state is driven by relaxation to ra-
diative equilibrium temperatures that approximate equi-
noctial conditions. The equinoctial basic state is associated
with strong westerly jets that peak near 250 hPa and 458
latitude and decrease with height into the stratosphere
(Fig. 1b). The extratropical stratospheric zonal flow is
weaklywesterly and thus permits the vertical propagation
of Rossby waves. The stratospheric residual circulation is
poleward throughout the stratosphere (Fig. 4; black line).
Figure 9 shows the model basic state for radiative

equilibrium temperatures that approximate wintertime
conditions. Here we use the wintertime equilibrium

FIG. 7. As in Fig. 2, but for (left) the responses to the polar surface thermal forcing.
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Butler, Thompson et al. (2010)simulations of a dry, dynamical core with 
imposed polar surface heating under perpetual 
equinox conditions

equatorward 
jet shift
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Title here

TABLE 1. Values of c from equation 2 for every month.

Month c Month c

JAN +0.9659 JUL -0.9659

FEB +0.7071 AUG -0.7071

MAR +0.2588 SEPT -0.2588

APR -0.2588 OCT +0.2588

MAY -0.7071 NOV +0.7071

JUN -0.9659 DEC +0.9659
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sigma levels, and a time step of 1200 seconds. Zonal wind and temperature data in both daily146

and monthly (defined as 30-day means) temporal resolutions are analyzed here. Except where147

indicated, results are calculated using monthly data. The model configuration is zonally and hemi-148

spherically symmetric and is run without topography; therefore, only results for the Northern149

Hemisphere will be shown. Model parameters are identical to those used in Held and Suarez150

(1994), referred to as HS94, except where noted.151

To simulate radiative processes, HS94 define the model’s relaxation temperature profile as,152

Ttrop
eq (p,f) = max


200 K,(T0 �dTHS94)

✓
p
p0

◆k�
, (1)153

with T0 = 315K, and p0 = 1000 hPa. max is a maximum function which does not allow the154

atmospheric temperature to drop below 200 K. This is especially important in the upper levels155

of the model–since this model configuration does not have realistic stratospheric dynamics, the156

max function largely determines the temperature above the tropopause. The importance of the157

200 K minimum temperature is discussed in more detail in the Appendix. As in Polvani and158

Kushner (2002), dTHS94 is modified from HS94 in order to simulate a seasonal cycle, namely, by159

introducing a hemispheric asymmetry in the radiative equilibrium temperature,160

dTHS94 = (DT )y sinf 2 + ec sinf +(DT )z log
✓

p
p0

◆
cosf 2, (2)161

where f is the latitude in degrees, (DT )y = 60K, (DT )z = 10K, and e determines the magnitude of162

the hemispheric asymmetry. The amplitude of e is set to 20 K, following Chen and Plumb (2014).163

Increasing the amplitude of e from the often-used value of 10 K (e.g. Polvani and Kushner (2002))164

has the dual effect of enhancing the hemispheric asymmetry and improving the basic state of the165

model, by producing a stronger subtropical jet and a more poleward eddy-driven jet than when166

e = 10 K. c is a multiplier that modifies the value of e based on the season. At the Northern167

Hemisphere winter solstice, when the asymmetry between the two hemispheres is greatest, c is168
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New results from Deser et al. (2015)

summer (Fig. 4b). Subtracting the coupled and un-
coupled thermal responses in DJF reveals a similar
global structure as that in the annual mean, with ;30%
larger magnitudes in the free troposphere at high lati-
tudes (Fig. 4c).
Zonal wind in DICE_coupled shows a significant

negative NAM response that is approximately twice as
strong in DJF than in the annual mean, with maximum
easterly (westerly) wind anomalies ;2ms21 at 608N
(;0.75ms21 at 358N) in the upper troposphere (Fig. 4d;
note the different color scale compared to Fig. 3d). In
the SH, the DJF zonal wind response in DICE_coupled
resembles the negative phase of the southern annular
mode (SAM), with negative anomalies on the poleward
side of the jet and positive anomalies on the equator-
ward flank; however, only the negative anomalies are
significant. Thus, relative to the climatological jet posi-
tion, the extratropical zonal wind responses in DJF in
DICE_coupled are analogous between the two hemi-
spheres. The DJF extratropical zonal wind responses in

DICE_atm are similar in structure but weaker in mag-
nitude compared to those in DICE_coupled, and only
the NH anomalies are significant (Fig. 4e). The main
impact of atmosphere–ocean coupling in DJF is to sig-
nificantly enhance the strength of the easterly wind re-
sponse at northern high latitudes by ;35% (Fig. 4f and
Table 2).

c. Role of Arctic sea ice loss in GHG-forced
temperature and zonal wind responses

We can estimate the role of Arctic sea ice loss in
CCSM4’s response to RCP8.5 radiative forcing at the
end of the twenty-first century by comparing DRPC8.5
andDICE_coupled. It is worth clarifying that although it
takes approximately a century for the AMOC to adjust
to the sudden reduction ofArctic sea ice in ICE_coupled_
21, the atmosphere adjusts much more rapidly (within
20yr; not shown). Furthermore, the gradual loss of Arctic
sea ice over the course of the twenty-first century in the
RCP8.5 simulation allows the atmosphere to remain in

FIG. 4. As in Fig. 3, but for December–February averages. Note the different U(z) color scale compared to Fig. 3.
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Nonlinear response
with that of the sum of the individual responses in ICE out and ICE in, we can quantify the
extent to which the response is linear to forcing at di↵erent polar locations. Both responses
exhibit an equatorward jet shift of the North Pacific jet-stream (Fig. 6a,b), however, the
jet in the ICE total simulation shifts further equatorward than the sum of the two separate
simulations. Note that this nonlinearity is strongest in December/January, while the response
is much more linear in the late winter and early spring (Fig. 6c). Preliminary analysis
suggests that the nonlinearities are driven by tropospheric dynamics. Similar analysis was
performed for the North Atlantic, and while this basin also exhibits a nonlinear response, the
nonlinearity is strongest in spring and suggestive of a stratospheric influence (not shown).

Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug

la
tit
ud
e

0

10

20

30

40

50

60

70

80

90
(a) ICE_totalu500 NorthPacific

m
/s

-3

-2

-1

0

1

2

3

Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug

la
tit
ud
e

0

10

20

30

40

50

60

70

80

90
(b) ICE_in + ICE_outu500 NorthPacific

m
/s

-3

-2

-1

0

1

2

3

Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug

la
tit
ud
e

0

10

20

30

40

50

60

70

80

90
(c) ICE_total - (ICE_in + ICE_out)u500 NorthPacific

m
/s

-3

-2

-1

0

1

2

3

Figure 6: Response of 500 hPa zonal wind over the North
Pacific basin to sea ice changes as a function of month
from WACCM. Response in (a) sea ice changes over the
entire polar region, (b) sea ice changes inside the Arctic
Circle plus sea ice changes outside of the Arctic Circle (c)
the di↵erence between a and b. Contours denote the sea-
sonal cycle of the zonal winds in the control. Gray crosses
denote locations with di↵erences significant at 95%.

We have also completed a set of prelimi-
nary simulations using the dry dynamical core to
qunatify the linearity of the jet response to forc-
ing at di↵erent altitudes and latitudes (Fig. 4a),
and the results are displayed in Fig. 4c. The
black circles denote the change in jet position
when heating in the tropical upper-troposphere
and polar lower-troposphere is present while the
green circles denote the sum of the two individ-
ual simulations (those shown in Fig. 4b). First,
the jet shifts poleward in all months due to the
stronger influence of the low-latitude warming
compared to the high-latitude warming. Second,
in the summer and winter, the jet shift is some-
what linear, with the green and black circles ly-
ing near each other. However, the shoulder sea-
sons exhibit marked nonlinear behavior, with the
“BOTH” simulation showing a much larger jet
shift than when one simply adds the two simula-
tions together.

2.5 Objective C: uncertainty in
future projections

Internal atmospheric variability is a signif-
icant challenge for producing and interpreting
projections of the circulation in the 21st century
and beyond (e.g. Deser et al., 2012; Kay et al.,
2015). Due to the chaotic nature of the atmo-
sphere, small variations in initial conditions can
produce wildly di↵erent projections of the trends
in temperature and circulation over the next 50

years. In addition to this inherent potentially irreducible uncertainty, climate models vary
substantially in their ability to simulate the midlatitude circulation over the historical period.
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Fig. 1. Seasonal cycle of sea ice concentration (SIC; %) averaged over the a) late 20th century 716"
(1980-1999), b) late 21st century (2080-2099), and c) their difference. Panels a) and b) are 717"
obtained from the fully-coupled WACCM historical run and RCP8.5 run, respectively. Dashed 718"
circle in c) denotes the Arctic Circle (66.6◦N). d) Surface heat flux (W m−2) response (positive 719"
upward) in ∆ICEtotal, based on the sum of the turbulent and long wave radiative fluxes. 720"
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Nonlinear response
with that of the sum of the individual responses in ICE out and ICE in, we can quantify the
extent to which the response is linear to forcing at di↵erent polar locations. Both responses
exhibit an equatorward jet shift of the North Pacific jet-stream (Fig. 6a,b), however, the
jet in the ICE total simulation shifts further equatorward than the sum of the two separate
simulations. Note that this nonlinearity is strongest in December/January, while the response
is much more linear in the late winter and early spring (Fig. 6c). Preliminary analysis
suggests that the nonlinearities are driven by tropospheric dynamics. Similar analysis was
performed for the North Atlantic, and while this basin also exhibits a nonlinear response, the
nonlinearity is strongest in spring and suggestive of a stratospheric influence (not shown).
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Figure 6: Response of 500 hPa zonal wind over the North
Pacific basin to sea ice changes as a function of month
from WACCM. Response in (a) sea ice changes over the
entire polar region, (b) sea ice changes inside the Arctic
Circle plus sea ice changes outside of the Arctic Circle (c)
the di↵erence between a and b. Contours denote the sea-
sonal cycle of the zonal winds in the control. Gray crosses
denote locations with di↵erences significant at 95%.

We have also completed a set of prelimi-
nary simulations using the dry dynamical core to
qunatify the linearity of the jet response to forc-
ing at di↵erent altitudes and latitudes (Fig. 4a),
and the results are displayed in Fig. 4c. The
black circles denote the change in jet position
when heating in the tropical upper-troposphere
and polar lower-troposphere is present while the
green circles denote the sum of the two individ-
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Nonlinear response
with that of the sum of the individual responses in ICE out and ICE in, we can quantify the
extent to which the response is linear to forcing at di↵erent polar locations. Both responses
exhibit an equatorward jet shift of the North Pacific jet-stream (Fig. 6a,b), however, the
jet in the ICE total simulation shifts further equatorward than the sum of the two separate
simulations. Note that this nonlinearity is strongest in December/January, while the response
is much more linear in the late winter and early spring (Fig. 6c). Preliminary analysis
suggests that the nonlinearities are driven by tropospheric dynamics. Similar analysis was
performed for the North Atlantic, and while this basin also exhibits a nonlinear response, the
nonlinearity is strongest in spring and suggestive of a stratospheric influence (not shown).
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Figure 6: Response of 500 hPa zonal wind over the North
Pacific basin to sea ice changes as a function of month
from WACCM. Response in (a) sea ice changes over the
entire polar region, (b) sea ice changes inside the Arctic
Circle plus sea ice changes outside of the Arctic Circle (c)
the di↵erence between a and b. Contours denote the sea-
sonal cycle of the zonal winds in the control. Gray crosses
denote locations with di↵erences significant at 95%.

We have also completed a set of prelimi-
nary simulations using the dry dynamical core to
qunatify the linearity of the jet response to forc-
ing at di↵erent altitudes and latitudes (Fig. 4a),
and the results are displayed in Fig. 4c. The
black circles denote the change in jet position
when heating in the tropical upper-troposphere
and polar lower-troposphere is present while the
green circles denote the sum of the two individ-
ual simulations (those shown in Fig. 4b). First,
the jet shifts poleward in all months due to the
stronger influence of the low-latitude warming
compared to the high-latitude warming. Second,
in the summer and winter, the jet shift is some-
what linear, with the green and black circles ly-
ing near each other. However, the shoulder sea-
sons exhibit marked nonlinear behavior, with the
“BOTH” simulation showing a much larger jet
shift than when one simply adds the two simula-
tions together.

2.5 Objective C: uncertainty in
future projections

Internal atmospheric variability is a signif-
icant challenge for producing and interpreting
projections of the circulation in the 21st century
and beyond (e.g. Deser et al., 2012; Kay et al.,
2015). Due to the chaotic nature of the atmo-
sphere, small variations in initial conditions can
produce wildly di↵erent projections of the trends
in temperature and circulation over the next 50

years. In addition to this inherent potentially irreducible uncertainty, climate models vary
substantially in their ability to simulate the midlatitude circulation over the historical period.
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Pacific basin to sea ice changes as a function of month
from WACCM. Response in (a) sea ice changes over the
entire polar region, (b) sea ice changes inside the Arctic
Circle plus sea ice changes outside of the Arctic Circle (c)
the di↵erence between a and b. Contours denote the sea-
sonal cycle of the zonal winds in the control. Gray crosses
denote locations with di↵erences significant at 95%.

We have also completed a set of prelimi-
nary simulations using the dry dynamical core to
qunatify the linearity of the jet response to forc-
ing at di↵erent altitudes and latitudes (Fig. 4a),
and the results are displayed in Fig. 4c. The
black circles denote the change in jet position
when heating in the tropical upper-troposphere
and polar lower-troposphere is present while the
green circles denote the sum of the two individ-
ual simulations (those shown in Fig. 4b). First,
the jet shifts poleward in all months due to the
stronger influence of the low-latitude warming
compared to the high-latitude warming. Second,
in the summer and winter, the jet shift is some-
what linear, with the green and black circles ly-
ing near each other. However, the shoulder sea-
sons exhibit marked nonlinear behavior, with the
“BOTH” simulation showing a much larger jet
shift than when one simply adds the two simula-
tions together.
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future projections
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icant challenge for producing and interpreting
projections of the circulation in the 21st century
and beyond (e.g. Deser et al., 2012; Kay et al.,
2015). Due to the chaotic nature of the atmo-
sphere, small variations in initial conditions can
produce wildly di↵erent projections of the trends
in temperature and circulation over the next 50

years. In addition to this inherent potentially irreducible uncertainty, climate models vary
substantially in their ability to simulate the midlatitude circulation over the historical period.
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Will it modulate?
- In the N. Atlantic, 850 hPa gradient explains over 50% of variance 

- Northern Hemisphere winter intermodel spread requires both 850hPa and 250hPa changes to explain the model storm track 
responses in winter

Atlantic storm track region are larger for the Atlantic
temperature differences than for the zonal-mean tempera-

ture differences. The Atlantic sector temperature differ-

ences also have larger regions of significant correlation and
larger FVE values, exceeding 50 % in a large part of the

North Atlantic for DT850ATL, than the zonal-mean tem-

perature differences. Therefore the Atlantic temperature
difference responses have a stronger association with the

North Atlantic wintertime storm track responses than the

zonal-mean temperature differences.

Despite the high FVE in the North Atlantic using this
method, care must be taken when inferring a physical

mechanism for the change. For example, Woollings et al.

(2012) argue that the North Atlantic wintertime storm track
responses are influenced by changes in the ocean circula-

tion, via changes in the sea surface temperature (SST) and

ice edge position, both of which may potentially impact the
North Atlantic storm track. As a simple test of the role of

the local surface temperature responses compared to the

role of the large-scale equator-to-pole measures considered
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Fig. 7 Panel a Multi-model and DJF mean surface temperature
(gray contours; units: deg C) and its RCP8.5 response (shading); the
solid-line boxes illustrate Atlantic and Pacific regions used to define
the temperature differences defined in Sect. 4.1, thick contours show
the 5 and 6 hPa regions of the multi-model mean HIST storm track
(see Fig. 2) for reference and the small dashed-line boxes in the North

Atlantic show the two regions discussed in Sect. 4.2. Panel b Box-
and-whisker symbols illustrating the median, inter-quartile range and
the full range of the individual model responses of the DJF Atlantic
and Pacific temperature differences; the lower section displays the
multi-model mean (AVG) and inter-model standard deviation (SDV)
of each index
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Fig. 8 Regression analysis based on the North Atlantic temperature
differences. Panels a, b the inter-model regression between the storm
track responses and the responses of the lower- and upper-level
temperature differences respectively; stippling indicates a significant

correlation at the 95 % confidence level. Panels c, d the FVE by the
regression of the lower- and upper-level temperature differences
respectively
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Atlantic storm track region are larger for the Atlantic
temperature differences than for the zonal-mean tempera-

ture differences. The Atlantic sector temperature differ-

ences also have larger regions of significant correlation and
larger FVE values, exceeding 50 % in a large part of the

North Atlantic for DT850ATL, than the zonal-mean tem-

perature differences. Therefore the Atlantic temperature
difference responses have a stronger association with the

North Atlantic wintertime storm track responses than the

zonal-mean temperature differences.

Despite the high FVE in the North Atlantic using this
method, care must be taken when inferring a physical

mechanism for the change. For example, Woollings et al.

(2012) argue that the North Atlantic wintertime storm track
responses are influenced by changes in the ocean circula-

tion, via changes in the sea surface temperature (SST) and

ice edge position, both of which may potentially impact the
North Atlantic storm track. As a simple test of the role of

the local surface temperature responses compared to the

role of the large-scale equator-to-pole measures considered
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Fig. 7 Panel a Multi-model and DJF mean surface temperature
(gray contours; units: deg C) and its RCP8.5 response (shading); the
solid-line boxes illustrate Atlantic and Pacific regions used to define
the temperature differences defined in Sect. 4.1, thick contours show
the 5 and 6 hPa regions of the multi-model mean HIST storm track
(see Fig. 2) for reference and the small dashed-line boxes in the North

Atlantic show the two regions discussed in Sect. 4.2. Panel b Box-
and-whisker symbols illustrating the median, inter-quartile range and
the full range of the individual model responses of the DJF Atlantic
and Pacific temperature differences; the lower section displays the
multi-model mean (AVG) and inter-model standard deviation (SDV)
of each index
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in summer the subtropical weakening associated with an

increase in DT250SH (Fig. 4d) is not present in the
DT850SH regression (Fig. 4c). This region of negative

regression is consistent with static stability dominating the

storm track response in the subtropics. There is a high
correlation between DT250SH and the surface temperature

in the tropics (Table 1). Since the dry lapse rate is expected

to increase with the surface temperature in the tropics the
dry static stability will also be correlated with DT250SH

(Frierson 2006).

3.3.2 Northern Hemisphere

In the NH there is less similarity than in the SH between
the upper- and lower-level regression maps, in either sea-

son. In NH summer there is a significant correlation

between the storm track responses and the DT850NH

responses over much of the hemisphere (Fig. 4c). The

spatial pattern of the regression map is similar to the multi-

model mean storm track response of Fig. 2c, with the
opposite sign. Recall from Fig. 3a that the multi-model

mean JJA response of DT850NH is negative and is therefore

of the correct sign to explain the multi-model mean storm
track response which is negative in the mid latitudes and

positive over the Arctic. The FVE by DT850NH in the

summer is over 40 % in the North Atlantic but less than
30 % in much of the North Pacific. In contrast, there is very

little association between the summer NH storm track

responses and the DT250NH responses in either basin, with
small regression values, insignificant correlations and low

FVE values.

In NH winter (Fig. 4a, b), there is a positive association
between the storm track responses and the DT850NH

responses across most of the northern hemisphere. In

contrast, the region of significant association between the
storm track responses and the DT250NH responses is con-

fined to the ocean basins. The multi-model mean DJF

DT850NH response is negative (Fig. 3) so the impact of
DT850NH on the multi-model mean storm track response is

negative, consistent with the weakening of the low-level

baroclinicity. The influence on the multi-model mean
storm track response from DT250NH; however, is positive

over the ocean basins. The FVE by each temperature dif-

ference is low in the NH winter (Fig. 5a) in Atlantic and
Pacific storm track regions.

Unlike the results for the SH and the NH summer,

neither of the two NH winter regression maps (Fig. 4a, b)
appear to individually capture both the general reduction of
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Fig. 5 The fraction of inter-model storm track variance explained by the temperature difference regressions of Fig. 4
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[fraction of intermodel spread explained]

CMIP5 model analysis 
storm track = variance of 2-6 dy. SLP  
Harvey, Shaffrey et al. (2013)

Numerous mechanisms have been discussed in the liter-

ature by which the storm tracks could respond to an altered
climate (e.g. Lunkeit et al. 1998; Geng and Sugi 2003; Lim

and Simmonds 2009; Butler et al. 2010). Individual storms

extract energy from horizontal temperature gradients, there-
fore any changes to temperature gradients may be expected to

affect the storm tracks. In addition to this, the local barocli-

nicity (as measured for instance by the Eady growth rate) is a
function of the static stability, with increased stability

inhibiting storm growth, so the static stability may also be
expected to influence the storm track response to climate

change. Finally, the release of latent energy through the

condensation of water vapour affects the structure of indi-
vidual storms and therefore a change in local moisture con-

tent may be expected to influence the storm tracks. Changes

in the atmospheric moisture content will also have an indirect
effect via changes in the large-scale thermal structure of the

atmosphere associated with altered latent heat fluxes; how-

ever, this effect would be captured by the temperature gra-
dient and stability mechanisms (Schneider et al 2010).

The zonal-mean warming pattern projected by climate

models for the coming century varies with latitude and with
height. There are regions of relatively strong warming over

the tropics in the upper troposphere and over the polar

regions in the lower- to mid-troposphere (see Fig. 1 in this
paper or Figure 10.7 from Solomon et al. 2007). As dis-

cussed by numerous authors (e.g. Lim and Simmonds 2009;

Butler et al. 2010; Hernández-Deckers and von Storch
2010), each region of warming may impact the storm tracks

via both the horizontal temperature gradients or the stability

mechanisms. The equator-to-pole temperature difference is
increased at upper levels by the tropical warming and

decreased at low levels by the polar warming. The (dry) static

stability, however, is increased in the tropics and subtropics
by the tropical warming and decreased in the polar regions by

the polar warming. The spatial pattern of the storm track

responses can therefore be expected to vary spatially and be
dependent on the relative magnitudes of the warming in the

tropical upper-troposphere and the polar lower-troposphere.

Several idealised modelling studies have aimed at under-
standing the impact that each of the regions of enhanced

warming have on the extratropical storm tracks in turn, and the

mechanisms involved (Lim and Simmonds 2009; Hernández-
Deckers and von Storch 2010; Butler et al. 2010). Rind (2008)

shows that the relative magnitude of the warming at low and

high latitudes varies widely between models in the CMIP3
ensemble, therefore it is possible that the differences in the

responses of the extratropical storm tracks may be related to

differences in the responses of the temperature structure of the
atmosphere. The idealised modelling studies give some

insight into this and in addition suggest how constraining the

temperature responses in the low and high latitudes may
reduce uncertainty in the storm track projections.

This study compliments the idealised modelling exper-
iments by analyzing how the storm track responses in the

CMIP5 multi-model ensemble of climate models vary with

the responses of the tropospheric temperatures. The inter-
model spread in the storm track responses is analysed in

terms of the responses of the equator-to-pole temperature

differences in the upper-troposphere and in the lower-
troposphere. This approach, based on temperature differ-

ences rather than the absolute temperature value in each

region of warming, captures the inter-model spread asso-
ciated with the tropical and polar regions of warming

whilst recognizing that the equator-to-pole temperature

difference is the primary energy source of the extratropical
storm tracks. Whilst allowing insight into the sources of

spread between the models, this method also highlights the

possible drivers of the mean storm track responses.
The paper is organised as follows. The methods and data

used are documented in Sect. 2. Regressions of the storm

track responses against the responses of zonal-mean tem-
perature differences are presented in Sect. 3 and regressions

of the storm track responses against the responses of basin-

wide equator-to-pole temperature differences are presented
in Sect. 4. A summary and discussion are in Sect. 5.

2 Methodology

2.1 Description of models and scenarios

The data used here is taken from CMIP5 (the fifth phase of

the World Climate Research Programme’s Coupled Model

0

1

2

3

4

5

6

7

8

[deg C]

-76
-68

-6
0

-60

-52-52

-52

-44-44

-44

-36
-36

-28

-2
8

-20

-2
0

-12

-1
2

-4

-4

4

4

1220

-90 -60 -30 0 30 60 90

Latitude

1000

800

600

400

200

0

P
re

ss
ur

e 
[h

P
a]

Fig. 1 Multi-model, zonal and annual mean HIST temperature (gray
contours; units: deg C) and its RCP8.5 response (shading). The
horizontal lines indicate the tropical and polar regions used to define
the equator-to-pole temperature differences in Sect. 2.2
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temperature response under RCP8.5 
(1976-2005) - (2070-2099) 

Variance explained of storm track response
by N. Atlantic temperature gradients
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GFDL Dynamical Core simulations

- driven by Newtonian relaxation to an equilibrium 
temperature profile 

- simulation 360-day seasonal cycle by varying the 
equilibrium temperature profile (as in Polvani & 
Kushner, 2002) 

- no well-resolved stratosphere 

- zonally-symmetric 

- each month is run under perpetual conditions (e.g. 
perpetual January, perpetual February…)

equilibrium 
temperature profile

Held & Suarez (1994) 
Polvani and Kushner (2002)
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Control simulations
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FIG. 1. Mean (a) jet position, and (b) strength for model control runs. Error bars indicate the 5th and 95th

percentile range to show the internal variability of the jet.

893

894

44

McGraw & Barnes (2016); in review



Elizabeth A. BarnesCSU

Title here

Latitude (°N)

P
re

ss
u
re

 (
h
P

a
)

(a) Heating Profile, TROP

 

 

−75 −60 −45 −30 −15 0 15 30 45 60 75

100

200

300

400

500

600

700

800

900

K/day
0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Latitude (°N)

P
re

ss
u
re

 (
h
P

a
)

(b) Heating Profile, POLAR

 

 

−75 −60 −45 −30 −15 0 15 30 45 60 75

100

200

300

400

500

600

700

800

900

K/day
0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5


��

	��

	��
	��

	�

	��

	��

	��

	
� 		�

	��

	��


��

	��

	��
	��

	�

	��

	�

	��

	
� 		�

	��

	��

��&�&'����(��

�$
�%

%'
$�

���
��

�

��������%#"!%�������

�

�

	��

	��

		�	
�

	��

	�

	��

	�

	��
	��

	��


��

�'!���' � ��!������

�� � �� 
� �� � �� 
� �� � ��

���

	��


��

���

���

��

���

���

���

� ���

��

�

��

�	

�

	

�



�

��


��

	��

	��
	��

	�

	��

	��

	��

	
� 		�

	��

	��


��

	��

	��
	��

	�

	��

	�

	��

	
� 		�

	��

	��

��' '(����)��

�%
�&

&(
%�

���
��

�

��������&$#"&��������

�

�

	��

	��

		�	
�

	��

	�

	��

	�

	��
	��

	��


��

�("���(!� ��"������

�� � �� 
� �� � �� 
� �� � ��

���

	��


��

���

���

��

���

���

���

� ���

��

�

��

�	

�

	

�



�

��

��


�
	�

	�

��

��

��

�
�

�

�

�

���

���
�	�

�
�

��


�
	�

	�

��

��

��

�
�

�

�

�

���

���
�	�

�
�

��'�'(����)��

�%
�&

&(
%�

���
��

�

��������&$#"&�������

�

��
�
�	�

���

���

�

�

�

�
�

��

��

��

	�

	�

�

��

�("���( � ��"������

�� � �� 
� �� � �� 
� �� � ��

���

	��


��

���

���

��

���

���

���

!�& ���

���

��

�

�

��

��

��


�
	�

	�

��

��

��

�
�

�

�

�

���

���
�	�

�
�

��


�
	�

	�

��

��

��

�
�

�

�

�

���

���
�	�

�
�

��( ()����*��

�&
�'

')
&�

���
��

�

��������'%$#'��������

�

��
�
�	�

���

���

�

�

�

�
�

��

��

��

	�

	�

�

��

�)#���)!� ��#������

�� � �� 
� �� � �� 
� �� � ��

���

	��


��

���

���

��

���

���

���

"�' ��

��

�


�	

��

�

�

	




�

�

FIG. 2. Zonal mean (a,b) heating profiles, (c,d) temperature responses, and (e,f) zonal wind responses for the

Northern Hemisphere. Dashed lines indicate the temperatures and winds from CTRL, while colors indicate the

anomalies for (c,e) TROP and (d,f) POLAR. For (c,d,e,f), the January/December response is shown on the right,

and the June/July response is shown on the left. Note that the color bar for (f) is smaller than that of (e).
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FIG. 2. Zonal mean (a,b) heating profiles, (c,d) temperature responses, and (e,f) zonal wind responses for the

Northern Hemisphere. Dashed lines indicate the temperatures and winds from CTRL, while colors indicate the

anomalies for (c,e) TROP and (d,f) POLAR. For (c,d,e,f), the January/December response is shown on the right,

and the June/July response is shown on the left. Note that the color bar for (f) is smaller than that of (e).
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Dry core: Fluctuation-dissipation?

- shoulder seasons have the largest internal variability 

- these seasons also exhibited the largest response
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Nonlinearity present in shoulder seasons: 
POLAR matters less when both forcings are 

simulated at the same time
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Dry core: initial jet position important in all seasons?

POLAR heating weaker and elevated off of the surface for these simulations 
McGraw & Barnes (2016); in review
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ABSTRACT

The response of the Southern Hemisphere (SH), extratropical, atmospheric general circulation to transient,
anthropogenic, greenhouse warming is investigated in a coupled climate model. The extratropical circulation
response consists of a SH summer half-year poleward shift of the westerly jet and a year-round positive wind
anomaly in the stratosphere and the tropical upper troposphere. Along with the poleward shift of the jet, there
is a poleward shift of several related fields, including the belt of eddy momentum-flux convergence and the
mean meridional overturning in the atmosphere and in the ocean. The tropospheric wind response projects
strongly onto the model’s ‘‘Southern Annular Mode’’ (also known as the ‘‘Antarctic oscillation’’), which is the
leading pattern of variability of the extratropical zonal winds.

1. Introduction

In this report, we analyze the circulation changes sim-
ulated by the Geophysical Fluid Dynamics Laboratory
(GFDL) Climate Dynamics Group’s coupled general cir-
culation model (GCM) in a series of transient global-
warming ‘‘scenario’’ integrations. In these integrations,
greenhouse-gas and sulfate-aerosol concentrations are
gradually increased. We focus on the response of the
zonal-mean Southern Hemisphere (SH) extratropical
circulation for several reasons. First, since the SH cir-
culation is largely zonally symmetric, it is practical to
analyze the response within a relatively simple zonally
symmetric dynamical framework. In addition, as we will
discuss below, the model’s SH extratropical circulation
response is more robust than its Northern Hemisphere
(NH) response, in the sense that it is similar among
GFDL coupled models of varying resolution and among
models from other institutions. Last, the SH focus has
been stimulated by recent observational and modeling
work in the climate-change context (Thompson and
Wallace 1998, 2000; Fyfe et al. 1999; Thompson et al.
2000). This work suggests that the simulated response
may be related to observed atmospheric circulation
trends in the SH.
This study aims to describe the model’s SH circula-

tion response to greenhouse warming, as a prelude to
an improved dynamical understanding of this response.
After describing the model and the integrations per-

Corresponding author address: Geophysical Fluid Dynamics Lab-
oratory, PO Box 308, Forrestal Campus, Princeton NJ 08542.
E-mail: pjk@noaa.gfdl.gov

formed (section 2), we present an overview of the SH
coupled-model response (section 3). We then show how
the wind response can be decomposed into a part that
projects strongly onto the model’s ‘‘Southern Annular
Mode’’ (SAM) [see, e.g., Limpasuvan and Hartmann
(1999) and Thompson and Wallace (2000)] and into a
distinct, large-scale, response that extends from the
model’s tropical upper troposphere into the entire hemi-
sphere’s stratosphere (section 4). Last, we discuss
whether these results are relevant to observed trends in
the SAM and other open research issues (section 5).

2. Model description
We analyze output from the GFDL coupled atmo-

sphere–ocean–land–ice model (Manabe et al. 1991;
Manabe and Stouffer 1996; Haywood et al. 1997; Knut-
son et al. 1999). The atmospheric model uses finite dif-
ferences in the vertical, with 14 vertical levels, and a s
(scaled pressure) coordinate defined by

p
s 5 , (1)

ps
where p is the pressure and ps is the surface pressure.
In the horizontal, the model uses the spectral transforms
method, with R30 resolution, which utilizes a grid with
approximately 2.258 lat 3 3.758 long resolution. The
global ocean model is the Modular Ocean Model
(MOM1; Pacanowski et al. 1991), with 18 vertical levels
and roughly 28 horizontal resolution. In order to reduce
climate drifts, heat and salinity fluxes are adjusted by
amounts that vary from season to season but not from
year to year (Manabe et al. 1991). The flux adjustments
are therefore independent of the state of the system. The

15 MAY 2001 2241K U S H N E R E T A L .

FIG. 4. The seasonal cycle of the climatological surface zonal-mean zonal wind for (a) the
800-yr time mean of the control integration, and (b) the ensemble mean response, years 2065–
89. (c), (d) As in (a) and (b), but at 250 mb. Shading and dashed contours indicate negative
values. Contour interval: (a) 2 m s21; (b) 0.25 m s21; (c) 5 m s21; (d): 0.5 m s21.

changing shape, by a meridional distance dy, then the
change in the wind dU is

]U
dU 5 U(y 2 dy, p) 2 U(y, p) ¯ 2dy . (3)

]y
In Eq. (3), the approximation follows for displacements
dy that are small when compared with the scale of var-
iation of the jet. Suppose, instead of using Eq. (3), that
we estimate the wind response by

]UˆdU 5 2dŷ 1 c . (4)1]y
In Eq. (4), dÛ is the estimate of dU and is assumed to
be linearly related to the control-integration 2]U/]y,
using an estimated linear-regression coefficient dŷ and
an estimated intercept c1. If the resulting sample cor-

relation coefficient r2 were close to unity and the con-
stant c1 were small in comparison with the characteristic
amplitude of dU, the description, represented by Eq.
(3), of the wind response as a shift would be appropriate.
We calculate the linear least squares estimate [Eq.

(4)] for the surface zonal-mean zonal-wind response and
find that Eq. (3) is indeed an appropriate description.
In order to match the extratropical wind response pat-
tern, no cosine-of-latitude weighting has been used in
the estimate. The estimate yields dŷ 5 20.828 latitude,
which corresponds to a southward shift of about 0.88
latitude. The correlation between the response dU and
the meridional wind shear ]U/]y is strong, with r2 5
0.95. The intercept, c1 5 0.06 m s21, is small in com-
parison with the characteristic strength of the anomaly,
which is about 0.8 m s21. The estimate is shown in Fig.

Kushner et al. (2001), JCLI
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In this report, we analyze the circulation changes sim-
ulated by the Geophysical Fluid Dynamics Laboratory
(GFDL) Climate Dynamics Group’s coupled general cir-
culation model (GCM) in a series of transient global-
warming ‘‘scenario’’ integrations. In these integrations,
greenhouse-gas and sulfate-aerosol concentrations are
gradually increased. We focus on the response of the
zonal-mean Southern Hemisphere (SH) extratropical
circulation for several reasons. First, since the SH cir-
culation is largely zonally symmetric, it is practical to
analyze the response within a relatively simple zonally
symmetric dynamical framework. In addition, as we will
discuss below, the model’s SH extratropical circulation
response is more robust than its Northern Hemisphere
(NH) response, in the sense that it is similar among
GFDL coupled models of varying resolution and among
models from other institutions. Last, the SH focus has
been stimulated by recent observational and modeling
work in the climate-change context (Thompson and
Wallace 1998, 2000; Fyfe et al. 1999; Thompson et al.
2000). This work suggests that the simulated response
may be related to observed atmospheric circulation
trends in the SH.
This study aims to describe the model’s SH circula-

tion response to greenhouse warming, as a prelude to
an improved dynamical understanding of this response.
After describing the model and the integrations per-
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formed (section 2), we present an overview of the SH
coupled-model response (section 3). We then show how
the wind response can be decomposed into a part that
projects strongly onto the model’s ‘‘Southern Annular
Mode’’ (SAM) [see, e.g., Limpasuvan and Hartmann
(1999) and Thompson and Wallace (2000)] and into a
distinct, large-scale, response that extends from the
model’s tropical upper troposphere into the entire hemi-
sphere’s stratosphere (section 4). Last, we discuss
whether these results are relevant to observed trends in
the SAM and other open research issues (section 5).

2. Model description
We analyze output from the GFDL coupled atmo-

sphere–ocean–land–ice model (Manabe et al. 1991;
Manabe and Stouffer 1996; Haywood et al. 1997; Knut-
son et al. 1999). The atmospheric model uses finite dif-
ferences in the vertical, with 14 vertical levels, and a s
(scaled pressure) coordinate defined by

p
s 5 , (1)

ps
where p is the pressure and ps is the surface pressure.
In the horizontal, the model uses the spectral transforms
method, with R30 resolution, which utilizes a grid with
approximately 2.258 lat 3 3.758 long resolution. The
global ocean model is the Modular Ocean Model
(MOM1; Pacanowski et al. 1991), with 18 vertical levels
and roughly 28 horizontal resolution. In order to reduce
climate drifts, heat and salinity fluxes are adjusted by
amounts that vary from season to season but not from
year to year (Manabe et al. 1991). The flux adjustments
are therefore independent of the state of the system. The
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FIG. 4. The seasonal cycle of the climatological surface zonal-mean zonal wind for (a) the
800-yr time mean of the control integration, and (b) the ensemble mean response, years 2065–
89. (c), (d) As in (a) and (b), but at 250 mb. Shading and dashed contours indicate negative
values. Contour interval: (a) 2 m s21; (b) 0.25 m s21; (c) 5 m s21; (d): 0.5 m s21.

changing shape, by a meridional distance dy, then the
change in the wind dU is

]U
dU 5 U(y 2 dy, p) 2 U(y, p) ¯ 2dy . (3)

]y
In Eq. (3), the approximation follows for displacements
dy that are small when compared with the scale of var-
iation of the jet. Suppose, instead of using Eq. (3), that
we estimate the wind response by

]UˆdU 5 2dŷ 1 c . (4)1]y
In Eq. (4), dÛ is the estimate of dU and is assumed to
be linearly related to the control-integration 2]U/]y,
using an estimated linear-regression coefficient dŷ and
an estimated intercept c1. If the resulting sample cor-

relation coefficient r2 were close to unity and the con-
stant c1 were small in comparison with the characteristic
amplitude of dU, the description, represented by Eq.
(3), of the wind response as a shift would be appropriate.
We calculate the linear least squares estimate [Eq.

(4)] for the surface zonal-mean zonal-wind response and
find that Eq. (3) is indeed an appropriate description.
In order to match the extratropical wind response pat-
tern, no cosine-of-latitude weighting has been used in
the estimate. The estimate yields dŷ 5 20.828 latitude,
which corresponds to a southward shift of about 0.88
latitude. The correlation between the response dU and
the meridional wind shear ]U/]y is strong, with r2 5
0.95. The intercept, c1 5 0.06 m s21, is small in com-
parison with the characteristic strength of the anomaly,
which is about 0.8 m s21. The estimate is shown in Fig.

We will investigate the seasonal 
sensitivity of the circulation 

under constant forcing

Kushner et al. (2001), JCLI
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FIG. 2. Zonal mean (a,b) heating profiles, (c,d) temperature responses, and (e,f) zonal wind responses for the

Northern Hemisphere. Dashed lines indicate the temperatures and winds from CTRL, while colors indicate the

anomalies for (c,e) TROP and (d,f) POLAR. For (c,d,e,f), the January/December response is shown on the right,

and the June/July response is shown on the left. Note that the color bar for (f) is smaller than that of (e).
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FIG. 2. Zonal mean (a,b) heating profiles, (c,d) temperature responses, and (e,f) zonal wind responses for the

Northern Hemisphere. Dashed lines indicate the temperatures and winds from CTRL, while colors indicate the

anomalies for (c,e) TROP and (d,f) POLAR. For (c,d,e,f), the January/December response is shown on the right,

and the June/July response is shown on the left. Note that the color bar for (f) is smaller than that of (e).
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FIG. 2. Zonal mean (a,b) heating profiles, (c,d) temperature responses, and (e,f) zonal wind responses for the

Northern Hemisphere. Dashed lines indicate the temperatures and winds from CTRL, while colors indicate the

anomalies for (c,e) TROP and (d,f) POLAR. For (c,d,e,f), the January/December response is shown on the right,

and the June/July response is shown on the left. Note that the color bar for (f) is smaller than that of (e).
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