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“Horizontal grid sizes in GCMs and EMICs are typically several hundred km, and are 
inadequate to resolve the steep topography around ice-sheet margins that are 

important in determining ablation.” –Pollard, 2010

Variable Resolution CESM (VR-CESM)
for Polar Science



Second Wave of Variable Resolution CAM-SE

me
Alan 

Rhoades
Alyssa 

Stansfield

Colin ZarzyckiPaul UllrichKevin Reed

Christiane Jablonowski

Xingying
Huang

Adam 
Herrington

Patrick
Callaghan

Peter
Lauritzen

Current Team

!
=
#
$%

∆x

Mark Taylor



ξ

1

2

ξ(-1,-1)

(1,1)

Spectral Element Dycore (CAM-SE, E3SM)

Degree N=3 Lagrange basis set
(puts the ‘spectral’ in ‘spectral-element’)
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• High-order CG Method on cubed-sphere, unstructured grid (AKA flexible) 

• Denote grid with an ‘ne’ followed by the number of elements on the edge of a panel

• We would call this grid ne5 (element grid)

• Each element contains 16 Gauss-Lobatto Legendre nodes (computational grid)

Figures courtesy of Ram Nair
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• Dry mass vertical coordinate

• Comprehensive treatment of condensates/energy

• Improved pressure gradient formulation (DOE)

• Improved accuracy in vertical remapping (DOE)

• Fixes conservation issue w/ physics tendencies

• Improved kinetic energy spectrum

• Faster!

CESM2.2 Spectral Element Dycore

Lauritzen et al. 2018

Held-Suarez w/ topo stress test
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How do features behave across the transition? 
(Zarzycki et al. 2014a)

of a VRGCM used for tropical cyclone research is sat-
isfactory interaction of a cyclone with a grid transition
region. Broad low pressure systems, which may act as
tropical cyclone seeds, should be allowed to enter the
high-resolution region without distortion and existing
tropical cyclones should exit refined nests without
reflecting waves back into the high-resolution domain.
In this test, CAM-SE runs with only the dynamical core
active and no physical parameterizations or other in-
teraction with the surface turned on. This is referred
to as the ‘‘adiabatic’’ configuration.Without moisture or
surface fluxes, there is no physical mechanism for in-
tensification. Therefore, any structural changes are
controlled by the dynamical core grid’s ability to resolve
the dry vortex and should provide information re-
garding the ability of the model’s numerics to handle
grid transitions.

Four grids are generated: a globally uniform high-
resolution grid (ne5 120, ; 0.258), a uniform low-resolution
grid (ne5 15, ; 28), and twogridswhere twohigh-resolution
regions of ne5120 spanning half of a cubed-sphere face
are nested within a low-resolution grid of ne 5 15. The
two refined grids are shown in Fig. 2. One is designed so
that an initial vortex originates in a low-resolution region
before passing into a fine region between days 2 and 3
[low to high (LTH) Fig. 2a] and the other is generated
such that the opposite is true [high to low (HTL) Fig. 2b].
For the latter two nests which are of variable resolution,
the resolution transitions over the narrowest distance
which this factor of 8 change can be accomplished using
CUBIT’s 2-refinement. The transition region lies be-
tween approximately 858 and 958W in the HTL and
LTH grids and therefore spans roughly 1100 km. Using
this narrow transition, any abnormal behavior of flow

FIG. 2. Variable-resolution (a) low-to-high (LTH) and (b) high-to-low (HTL) grids used for
the dry vortex test. The red dots represent the initial location of the vortex and the blue dots are
the vortex’s location after 5 days of solid-body advection toward the west. The size of the dots
corresponds approximately to the 20m s21 contour of the initial vortex. The continental out-
lines are plotted for scale only.
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FIG. 3. Horizontal 850-hPa wind speed (m s21) for four dry vortex test cases: (a)–(c) HTL, (d)–(f) LTH, (g)–(i) uniform coarse, and
(j)–(l) uniform fine. (left) The initialized vortex, (middle) at 2.5 days, and (right) at 5 days.
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I.C. Dry Vortex Tests

Wind speed (m/s)

*CAM-SE uses higher-order 
numerics, which avoids large 
errors that might typically arise 
from the transition region



Tropical Cyclone Permitting (Zarzycki et al. 2014a)
Tropical Cyclone incl. physics

in good agreement with recent high-resolution tropical
cyclone modeling studies (e.g., Walsh et al. 2013; Strachan
et al. 2013, etc.), which have shown improved correlation
of modeled cyclone intensity with increasing resolution.
Figure 13 shows the pressure–wind relationship for

CAM-SE (red dots) compared to globally observed
tropical cyclones (blue squares) from the International
Best Track Archive for Climate Stewardship (IBTrACS)
database (Knapp et al. 2010) for the period 1981–2008. A
quadratic least squares regression fit is shown for each
distribution (solid lines). The wind is regressed from the
lowest model level to 10m through the use of a loga-
rithmic wind profile (Arya 2001). We note that it is cal-
culated instantaneously, as opposed to observations that
are generally averaged over a 10-min period. As shown
in Fig. 12, the majority of storms are found in the high-
resolution region; therefore, the CAM-SE data points are
generally representative of cyclones in the 0.258 (; 28 km)
mesh.
Even with highly favorable atmospheric conditions

(ocean-covered planet, high SSTs), the simulated trop-
ical cyclones are more clustered toward weaker in-
tensities than the observed distribution. The slope of the
CAM-SE pressure–wind curve is slightly tilted toward
the left relative to observations, implying that the model
does a slightly better job representing cyclone intensity
by minimum surface pressure than 10-m wind speed.
This result is similar to that seen in other global exper-
iments such as Knutson et al. (2007) and Chen and Lin
(2013). However, we emphasize that these simulations are
constructed to generate a highly conducive environment
for tropical cyclone development and, by definition, do
not include basin-dependent parameters (environmental
surface pressure, landmasses, etc.) that may affect the
relationship between central pressure of the storm and its

corresponding wind speed. More sophisticated fully
coupled climate simulations are needed to draw more
definitive conclusions about the simulated intensity
profiles of tropical cyclones within CAM-SE.
Figure 14 shows a fully developed cyclone that formed

in the refined region during the first year of the simu-
lation. A concentric wind field with an intensity maxi-
mum in the eyewall surrounding a calm eye is seen in the
850-hPa wind field (Fig. 14a). The modeled cyclone ex-
hibits features such as a circular precipitation maximum
in the cyclone’s core region as well as spiral rainbands as

FIG. 12. Trajectories of tropical storms in aquaplanet simulation. Colors indicate intensity on
the Saffir–Simpson scale.

FIG. 13. Pressure–wind relationship for CAM-SE (red dots) and
IBTrACS observations (blue squares). Solid lines are quadratic
least squares fit.
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The model time step is identical for both grids since it
is restricted to each grid’s finest scale and the high-
resolution patch in the refined case is of equivalent
resolution to the uniformmesh. The light blue (uniform)
and pink (variable resolution) bars represent the post-
initialization run time of the model for each of the
ensemble members while the dashed lines are the ‘‘ex-
pected’’ run time assuming a linear scalability of wall
clock time with the number of elements in each mesh.
The fact that the variable-resolution mesh produced es-
sentially identical results to the globally uniform simula-
tion at approximately 20% of the computational cost
highlights the potential improvements that can be made
in GCM modeling of tropical cyclones by utilizing vari-
able resolution, especially for individual case studies or
projects involving regional modeling of cyclone behavior.

5. Yearlong aquaplanet climate experiments

As an additional level of complexity, longer simula-
tions were completed on grids with a refined region
analogous to an ocean basin in the Northern Hemi-
sphere. The grid is similar to the grid discussed in the
previous section (Fig. 7), except the refinement patch is
increased to ne 5 120 (; 0.258 or 28-km horizontal grid
spacing) and is displaced slightly southward to allow the
patch to include a portion of the Southern Hemisphere.
The high-resolution area is roughly the size of the North
Pacific Ocean. The prescribed zonally averaged SSTs
follow the distribution:

SST(u)5Tmax
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pu

2umax

#$
, (3)

where Tmax is the temperature at the equator (358C), u
is latitude, and umax is 608. SSTs beyond 608 of latitude
were fixed at 08C. To simulate a necessary, summerlike
SST distribution at latitudes with sufficient planetary
vorticity for tropical cyclogenesis in both hemispheres,
Tmax is chosen to be larger than the climatological mean
and the meridional gradient is slightly flatter in mid-
latitudes than observations. This results in a profile that
is approximately 28C warmer in midlatitudes than the
observed annual-mean, zonal-mean SSTs. The sun is
centered over the equator resulting in a state of perpetual
equinox.
Over long time integration periods such aquaplanet

simulations with symmetric SSTs evolve to a statistically
steady state that shares similarities with the observed
climate system (Neale and Hoskins 2000). The similar-
ities include midlatitude westerlies with alternating high
and low pressure systems as well as tropical easterlies
with wave and convective features. This setup represents
an intermediate-complexity test between simple, short-
term, deterministic test cases such as those in section 4
and more complex model setups, which couple a full
atmospheric model to corresponding land, ocean, or sea
modules.
Simulations described here were run for 27 months,

with the first three being discounted from analysis
as model spinup. Unlike section 4, the CAM4 physical
parameterization package was used in these studies as
the effect of the new microphysics packages in CAM5 in
long-term simulations with prescribed aerosol fields
(required for aquaplanet simulations) is still a topic of
ongoing research. We note that our time-averaged pre-
cipitation response to locally increased resolution (not
shown) is similar to that seen in Rauscher et al. (2013).
Refinement produces a local maximum in precipitation
slightly downstream of the center of the high-resolution
patch. This response is not related to the dynamical core,
but rather the grid-scale incognizance of the CAM4
physics package. These sensitivities will be discussed in
a forthcoming paper. In general, developing new subgrid
physical parameterizations for VRGCMs is an area of
ongoing research.
An instantaneous sample of both the 500- and 200-hPa

relative vorticity fields during the simulations is shown
in Fig. 11. The transition regions are outlined in black,
with the highest resolution (ne 5 120) being inside the
innermost contour. There is increased resolution of
small-scale features in the innermost mesh, in large part
due to more intense convective processes occurring at
the smaller grid scales. In the 200-hPa (bottom) plot,

FIG. 10. Normalized wall clock time for idealized tropical cy-
clone simulations in the globally uniform mesh (light blue) and the
variable-resolution grid (pink). The dashed lines indicate the the-
oretical scaling assuming model run time scales linearly with
number of mesh elements.
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refined mesh is designed such that the storm is fully
contained within the high-resolution region during the
entire 10-day simulation. This is done to ensure that the
resolution that the tropical cyclones ‘‘sees’’ is identical
in both simulations. An ensemble of simulations is used
to account for any effects of different alignments of
the vortex center with respect to element edges. To
accomplish this, the central position of the initial vortex
is perturbed by 0.258 in both the positive and negative
zonal and meridional directions. The 0.258 offset is de-
signed such that the simulations span roughly the full
width between adjacent spectral element nodes in an
individual cell. Including diagonal perturbations, 18

simulations are completed including 9 with the globally
uniform ne 5 60 model and 9 with the ne 5 15 variable-
resolution grid with refined ne 5 60 patch.
Figure 8 shows the temporal evolution of the mini-

mum surface pressure and maximum 850-hPa wind
speed of the cyclones as a function of time for all 18
ensemble simulations as well as the ensemble mean for
both grids. Any small differences between the two cases
remain well within the ensemble envelope of storm de-
velopment. Figure 9 shows the 850-hPa wind for four
of the ensemble members [two uniform (UNI-1 and
UNI-2), two variable resolution (VR-1 andVR-2)] after 5
(top panel) and 10 (bottom panel) days. Good agreement

FIG. 6. Temporal evolution of (left) minimum surface pressure (MSP) and (right) maximum 850-hPa wind speed of
the cyclone test case as a function of initial longitude. Circular marks indicate storm entrance into the transition
region from the coarse grid. Triangular marks denote storm exit from the transition region into the high-resolution
area. The l 5 2158 curve represents a control case of a vortex that spends the entire simulation period in the coarse
domain.

FIG. 7. Grid used for idealized tropical cyclone comparisons. Background grid is ne 5 15 with
a factor of 4 refinement to ne 5 60 in the high-resolution patch.
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No refinement (55 km)
4X refinement (222 km -> 55 km)

Led to quite a few hurricane forecast studies using VR-CESM, e.g.,



AGCMs exhibit weak- or non-converging solutions

the Kelvin portion of the spectrum, with little in the way
of mixed Rossby–gravity waves. The CAM-MPAS sim-
ulations indicate slightly greater westward equatorial
Rossby wave activity than do the CAM-FV simulations.
A variable resolution simulation performed with

CAM-MPAS does show similarities between its high-
resolution 30-km region and the quasi-uniform global
30-km simulation, particularly in the kinetic energy
spectrum and in the presence of a double ITCZ that
extends beyond the high-resolution region into the
coarse-resolution region. The latter indicates an ‘‘up-
scale’’ effect from the high to the low resolution region.

However, the interaction between the moist physics and
the mesh refinement region produces a region of high
precipitation and an associated diabatic heating anom-
aly on the western periphery and further downstream of
the high-resolution region. This zonally asymmetric re-
sponse affects the circulation over the entire tropics,
although it is felt most acutely between about 908W and
908E, or three times the width of the high-resolution
region. To confirm that the varying response of physical
parameterizations with grid resolution is responsible
for this zonally asymmetrical heating, we conducted
Held and Suarez (1994) test case simulations where the

FIG. 14. (a) 200-hPa eddy streamfunction (m2 s21, divided by 10 3 106, contour) and pre-
cipitation deviations from the zonal mean (mm day21, shaded) for the CAM-MPAS variable
resolution simulation and 200-hPa eddy velocity potential (m2 s21, divided by 10 3 106) for
the (b) variable-resolution aquaplanet simulation and (c) Held–Suarez simulation. The high-
resolution region of the VR mesh is outlined in gray.
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space–time diagrams of outgoing longwave radiation (not
shown) imply that these tails are associated with frontal
structures that are dragged from west to east across the
poleward side of the high-resolution patch. Parcels tran-
siting between resolutions that are associated with these
features seem tomaintain ‘‘memory’’ of their grid spacing
and require an adjustment period to acquire the phys-
ical characteristics of the new resolution upon passage
through a transition area.
While the var-res contour plots exhibit an obvious

signature resulting from the high-resolution patch, there
is no readily apparent grid imprinting in the transition
region. The fact that both the zonally averaged and time-
averaged plots show no observable spikes or other ar-
tifacts indicates that the dynamical core is numerically
handling the transition region appropriately. Addition-
ally, the resolution signatures’ existence shows that the
var-res simulation captures the resolution signal from
the globally uniform simulations within a single model

run. This is highlighted by the regions where cloud
fraction matches between the var-res and uniform grids
in Figs. 5d and 5e (white areas).
Figures 6a–c show less of a gridscale dependence when

total precipitation rate is considered. All three simula-
tions exhibit a strong equatorial peak that dominates the
global average. The difference plots (Figs. 6d,e) show that
differences poleward of approximately 108N and 108S are
minor, a result already implied by Fig. 4c. In the equa-
torial band, increased resolution displays a gridscale de-
pendence, with the peak precipitation being directly
proportional to the resolution of the grid. Unlike cloud
fraction, precipitation appears to incur a more instan-
taneous adjustment to grid resolution, with positive
anomalies in Fig. 6d associated with the increased patch
of resolution spanning the entire nest end-to-end and
negative anomalies spanning the entire coarse latitude
band in Fig. 6e. This ‘‘rapid’’ adjustment may be because
there is a much greater fraction of large-scale (resolved)

FIG. 5. CAM4 contour plot of total cloud fraction (%) for (a) coarse (28) (b) var-res (VR), and (c) fine (0.258)
simulations. The gray boxes denote the different mesh regions: inside the innermost box is the fine region, outside the
outermost box is the coarse region, and between the boxes is the transition region. Also shown are the differences
between (d) the var-res and coarse simulations and (e) the var-res and fine simulations.
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MPAS, Rauscher et al. 2013Zarzycki et al. 2014b
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CAM4 Physics

PRECLCAM6 Physics

MPAS, Rauscher et al. 2013

Herrington and Reed, in review

Zarzycki et al. 2014b

*Conservative advice: shy away from 
refining the ITCZ in climate simulations 
until we solve the convergence problem



Rhoades: Orographic Precipitation

TOPOGRAPHY

normalized-difference snow index (NDSI; Hall et al.
2006). The NDSI is used to distinguish between snow
and other features (such as cloud cover) by using visible
and shortwave near-IR spectral bands. A comprehen-
sive analysis and a validation of theMODIS dataset for a
region of the Sierra Nevada were conducted in Hall and
Riggs (2007). The Snowpack Telemetry (SNOTEL)
in situ dataset is composed of 32 automated observa-
tional stations spread throughout the Sierra Nevada that
measure SWE (Serreze et al. 1999). The areal extent of
the SNOTEL stations ranges from 38.078 to 42.998 in
latitude and from 2120.798 to 2119.238 in longitude,
with an average elevation of 2343 m. Of the 32 stations,
only 19 were utilized, because they spanned the entire
1980–2005 temporal range. The North American Re-
gional Reanalysis (NARR) dataset provides monthly

averaged SNOWC output variables using a high-
resolution atmospheric model (the Eta Model) forced
by a Regional Data Assimilation System (RDAS;
Mesinger et al. 2006). The other reanalysis dataset that
was used (NCEP CFSv2) is an updated version (2013) of
its predecessor (2004) and provided SNOWCdata (Saha
et al. 2014). The NCEP dataset provides better repre-
sentations of 2-m surface temperature, Madden–Julian
oscillation (MJO), and SST forecasts while upgrading
overall performance in seasonal-to-subseasonal fore-
casting results relative to its predecessor, and its use has
been advised for decision makers in the water manage-
ment and agricultural sectors (Saha et al. 2014).
A 0.258 (finite volume; CESM-FV) and a 18 (spectral

element; CESM-SE) uniform-resolution CESM runwere
used for comparison with the VR-CESM simulations as

FIG. 2. Topographical representation of the Sierra Nevada and surrounding regions across model datasets. (a)–(c) Topography from
variable-resolution CESM is displayed in order of increasing grid resolution. (d)–(g) The standard CESM and WRF simulations are
displayed in order of increasing resolution. (h) The ETOPO2v2 dataset, representing 2-min (2 km) gridded topographic relief.

178 JOURNAL OF APPL IED METEOROLOGY AND CL IMATOLOGY VOLUME 55

normalized-difference snow index (NDSI; Hall et al.
2006). The NDSI is used to distinguish between snow
and other features (such as cloud cover) by using visible
and shortwave near-IR spectral bands. A comprehen-
sive analysis and a validation of theMODIS dataset for a
region of the Sierra Nevada were conducted in Hall and
Riggs (2007). The Snowpack Telemetry (SNOTEL)
in situ dataset is composed of 32 automated observa-
tional stations spread throughout the Sierra Nevada that
measure SWE (Serreze et al. 1999). The areal extent of
the SNOTEL stations ranges from 38.078 to 42.998 in
latitude and from 2120.798 to 2119.238 in longitude,
with an average elevation of 2343 m. Of the 32 stations,
only 19 were utilized, because they spanned the entire
1980–2005 temporal range. The North American Re-
gional Reanalysis (NARR) dataset provides monthly

averaged SNOWC output variables using a high-
resolution atmospheric model (the Eta Model) forced
by a Regional Data Assimilation System (RDAS;
Mesinger et al. 2006). The other reanalysis dataset that
was used (NCEP CFSv2) is an updated version (2013) of
its predecessor (2004) and provided SNOWCdata (Saha
et al. 2014). The NCEP dataset provides better repre-
sentations of 2-m surface temperature, Madden–Julian
oscillation (MJO), and SST forecasts while upgrading
overall performance in seasonal-to-subseasonal fore-
casting results relative to its predecessor, and its use has
been advised for decision makers in the water manage-
ment and agricultural sectors (Saha et al. 2014).
A 0.258 (finite volume; CESM-FV) and a 18 (spectral

element; CESM-SE) uniform-resolution CESM runwere
used for comparison with the VR-CESM simulations as

FIG. 2. Topographical representation of the Sierra Nevada and surrounding regions across model datasets. (a)–(c) Topography from
variable-resolution CESM is displayed in order of increasing grid resolution. (d)–(g) The standard CESM and WRF simulations are
displayed in order of increasing resolution. (h) The ETOPO2v2 dataset, representing 2-min (2 km) gridded topographic relief.
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themodel and reanalysis datasets is plotted using similar
axis bounds, except for WRF-9, which exhibited larger
values of SWE. SNOTEL stations are plotted with a
larger axis, representative of these observations being
pointwise measurements in regions of greater snow
accumulation. The general trend across VR-CESM
simulations is a slight decrease in DJF seasonal mean
SWE. VR-CESM 0.1258 had the largest negative
trend at 20.198 mm yr21, with VR-CESM 0.258
(smooth) at20.093mmyr21 andVR-CESM0.258 (rough)
at 20.029mm yr21. Except when compared with
Cal-Adapt, which shows a dramatic increase in SWE,
and Daymet, which shows a faster decrease in SWE, the
general trends for VR-CESM datasets are slightly more
negative than for the SNOTEL and NLDAS reanalysis
datasets. This result is corroborated by Mote et al.
(2005) who found a 2.2% decline in mean 1 April SWE
across the in situ snowpack observational stations
within the Sierra Nevada over the historical record
[i.e., 1990–97 (final period) minus 1945–50 (initial pe-
riod)], with inclusion of snow-course data also. Of
interest is that the 19 sampled SNOTEL stations
showed a nearly flat trend (0.016mmyr21) in DJF
mean seasonal SWE over the study period. WRF sim-
ulations showed differing results, with WRF-9 showing
an exceedingly strong positive trend (0.410mmyr21) in
mean seasonal SWE and WRF-27 having a stagnant to

slightly positive trend (0.011mmyr21), matching most
closely with SNOTEL. CESM-SE 18 and CESM-FV
0.258 both had a negative trend in mean seasonal SWE,
with magnitudes of 20.259 and 20.200mmyr21,
respectively.

g. SNOWC summary statistics

Figure 11 represents average climatological DJF
SNOWC plotted for all datasets over California. Similar
to SWE, an increase in resolution results in a muchmore
heterogeneous representation of SNOWC properties
that is more closely matched to observations, as repre-
sented by 12 seasons of MODIS (MODIS-5) data. A
topographic influence is clearly seen as resolution is
increased, with higher-resolution models capturing
lower-elevation basins that are otherwise smoothed
out. This resolution dependence manifests itself in
statistical calculations of average DJF SNOWC within
the Sierra Nevada (Table 4).WRF-9 showed the closest
match to mean seasonal SNOWC, with a value only
1.5% lower than that for the MODIS dataset. VR-
CESM 0.258 (rough) and VR-CESM 0.1258 were the
next closest with a slightly more conservative esti-
mate (7% below MODIS) of SNOWC. All other da-
tasets, except CESM-FV 0.258, which had a positive
bias of ; 8%, had much smaller estimates of mean
seasonal SNOWC. CESM-SE 18 provided the largest

FIG. 11. Average climatological DJF SNOWC across model, observational, and reanalysis datasets over California. [(m) The MODIS
dataset spans 2000–12.]
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between mountains and plains, although the precipitation is slightly
underestimated in the Northern Rockies and the Greater Yellowstone
region and overestimated by 1–2 mm/d in the eastern part of the
Southern Rockies. SCORR value between the VR-CESM simulation and
observations is smaller for summer (0.66) than for winter (0.80) and for
annual mean (0.75). Compared to VR-CESM, UNIF cannot reproduce
the spatial variations of observed summertime precipitation in the
mountains and tends to produce much more precipitation along the
eastern flank of the mountains. Interestingly, the spatial distribution of
precipitation simulated by CRCM5 is close to observations in most
regions. One exception is that in Southern Rockies precipitation is over-
estimated by 0–1 mm/d in CRCM5. Note that along the eastern flank of
the Rocky Mountains, the tongue-type band of precipitation simulated
by UNIF is much more pronounced than in observations. Such bias is
also present in VR-CESM but much weaker. This may indicate the over-
estimation of water vapor surge from the Gulf of Mexico. In autumn,
the precipitation bias in VR-CESM is relatively smaller than in other sea-
sons, and precipitation is overestimated in CRCM5 as in spring with
smaller biases. Table 2 summarizes the range of SCORRs for each year
from 1981 to 2005 and SCORR for the mean of 1981–2005. The
difference of SCORRs is around 0.2 to 0.6 year by year in VR-CESM and
CRCM5, corresponding to the large interannual variations of precipita-
tion that can lead to large biases in certain years.

To further illustrate the modeled precipitation biases along the topogra-
phy, the variations of wintertime mean precipitation with elevation at
three latitudes (46.1°N, 44.1°N, and 39.3°N) are plotted in Figure 6.
These three latitudes were chosen as they transect the middle of the
three regions (Northern Rockies, Greater Yellowstone region, and
Southern Rockies), respectively (Figure 2a). The variations of standard
deviations are plotted in Figure S10, and they track closely with the var-
iations of mean precipitation. Observed wintertime precipitation varies
greatly with elevation, with relatively higher precipitation along the
western (i.e., windward) side of mountain ridges. In contrast to UNIF that
simulates a very smoothed precipitation curve over the mountain ridges
and the valleys, VR-CESM is effective at capturing the variation of preci-
pitation with elevation. However, the VR-CESM simulated precipitation
peaks are too high compared to PRISM observations. For example, in
the Northern Rockies the observed precipitation rate is 3–6 mm/d
around 114–116°W (on the west side of the mountain ridges at

112–114°W), whereas the VR-CESM simulated precipitation rate peaks at about 10 mm/d (Figure 6a). In the
Greater Yellowstone region, VR-CESM also simulates a higher precipitation rate from 113°W to 110°W along
the windward side of the ridges (Figure 6b). Overestimation of precipitation peaks along the western flank of
the mountain ranges is also found in the Southern Rockies in the VR-CESM simulation (Figure 6c). Compared
to VR-CESM, CRCM5 simulates a smoother precipitation curve than VR-CESM, which makes the peak of
CRCM5match more closely to observations. However, the peaks of precipitation in CRCM5 are mostly smaller
than observations especially in the Northern Rockies and Greater Yellowstone region. Note that as VR-CESM
employs unsmoothed topography, it is reasonable to suspect that these precipitation peaks may be
smoothed out and reduced to some extent with topographic smoothing employed. On the other hand, as
found in VR-CESM, CRCM5 also tends to overestimate the precipitation in the windward of the mountain
ranges and underestimate it in the leeward, although with less biases than VR-CESM. The smoothed curves
of precipitation in UNIF also exhibit more precipitations in the windward side of the mountains than the
observations. The windward precipitation biases in VR-CESM may be related to the model’s deficiency in
simulating winter storm activity and water vapor transport, as will be discussed in section 5. These biases

Figure 6. Variation of wintertime mean precipitation for VR-CESM, UNIF,
CRCM5, and PRISM are shown in red, blue, green, and black, respectively,
for three latitudes that transect the middle of the (a) Northern Rockies,
(b) Greater Yellowstone region, and (c) Southern Rockies. The terrain heights
are shown in dashed lines.
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…so to Greenland we go (van Kampenhout et al. 2019)

L. van Kampenhout et al.: Regional Greenland simulations with VR-CESM 1557

Figure 8. Mean basin-integrated runoff over the period 1980–1999.
Error bars represent 1 standard deviation. CESM data have been
manually downscaled down from their native resolution to 4 km us-
ing vertical SMB profiles generated by the elevation classes. For ref-
erence, RACMO2 downscaled runoff at 1 km resolution is shown.
The extent of all basins combined equals the common ice mask in
Table 2. Due to the manual interpolation, however, the total runoff
for CESM does not match the value reported in Table 2.

curring in VR-CESM (not shown). GrIS sublimation in VR-
CESM28 is 54 % higher than in Uniform CESM, and exceeds
the RACMO2 figure by 8 Gt.

Overall, GrIS-integrated SMB exceeds 500 Gt in all
CESM simulations (Table 2), which is markedly more than
the 376 ± 99 that RACMO2 estimates over the common
mask. There appear to be two balancing factors. On the one
hand, precipitation is overestimated in all CESM runs, and
more so in the runs at low resolution (Uniform CESM and
VR-CESM55). On the other hand, runoff is underestimated
in all CESM runs, and more so in the runs at high reso-
lution (VR-CESM55 and VR-CESM28). However, the de-
crease in precipitation is larger than decrease in runoff, which
means that the lowest integrated SMB value is found in VR-
CESM28 (521 ± 77 Gt yr�1).

3.7 Drivers of runoff changes

In the previous sections, it was established that CESM repro-
duces the in situ ablation zone measurements with less skill
at higher spatial resolutions (Sect. 3.5) and that melt/runoff
are increasingly underestimated (Sect. 3.6). Here, we fur-
ther examine what is driving these regressions using both the
grid cell mean output as well as EC output that is manually
downscaled to the CISM topography at 4 km using bilinear
interpolation (for details on ECs, see Sect. 2.3). Note that
this bilinear downscaling technique does not conserve mass
and differs from the downscaling procedure inside the CESM
coupler (Leguy et al., 2018).

First, we examine the spatial heterogeneity of runoff to un-
cover any regional differences. To this end, we aggregate the
downscaled runoff over seven major GrIS drainage basins,

derived from an ice flow mosaic updated from Rignot and
Mouginot (2012), and use downscaled RACMO2 at 1 km as
a reference. The results in Fig. 8 indicate that Uniform CESM
underestimates mean runoff in basin 1 (north), basin 2 (north-
east), and basin 3 (east). In both VR runs, runoff decreases
further in these regions and now falls outside of the stan-
dard deviation of RACMO2. In basin 4 (south-east), runoff
is substantially overestimated in Uniform CESM (Fig. 8),
which can be explained through the poorly resolved precip-
itation field in Uniform CESM. In reality, precipitation has
steep gradients over this basin that are not resolved due to
the coarse resolution (Fig. 4). In both VR runs, precipitation
shifts to lower elevations, which enhances meltwater buffer-
ing/refreezing and prevents bare ice exposure, two mech-
anisms through which runoff can be limited. Indeed, VR-
CESM55 runoff is decreased and falls within 1 RACMO2
standard deviation in basin 4, whereas VR-CESM28 runoff
seems slightly too low. The largest absolute runoff flux is
found in basin 5 (south-west), which is equally well resolved
by all CESM simulations, with integrated numbers that fall
within 1 standard deviation of the RACMO2 estimate. Fi-
nally, runoff in basin 6 (west) and basin 7 (north-west) is
slightly overestimated in Uniform CESM, a bias that appears
to be removed in both VR runs. In summary, this basin anal-
ysis indicates that runoff is decreased across all GrIS basins,
but with regional differences in magnitude. CESM underes-
timates runoff in the north (basin 1), north-east (basin 2), and
east (basin 3) and this bias deepens with increasing resolu-
tion.

Next, we examine a number of atmospheric processes
that could be driving the decreases in runoff. The results
presented in Sect. 3.1 suggested that large-scale circulation
changes are deemed to play a minor role. Still, temperature at
the 700 hPa pressure level (T700, linked to Greenland melt;
e.g. Fettweis et al., 2013b) is slightly lower in the VR-CESM
simulations compared to Uniform CESM (Fig. 9a). However,
we note that the magnitude of this cooling does not match the
much cooler surface temperatures (Fig. 9b) and that the tur-
bulent sensible heat flux is generally increased in VR-CESM,
indicating that more heat is transferred to the surface in these
simulations, not less (Fig. S3). We hypothesize that the lower
T700 in VR-CESM could be caused by the colder surface,
rather than the other way around.

Instead, we argue that the observed decrease in runoff is
driven by a combination of two main factors, and several
feedbacks that relate to them. The first driver relates to a gen-
eral decrease in GrIS cloud cover in VR-CESM, the asso-
ciated cooling in the longwave radiative spectrum, and the
notion that the thermal effect of clouds is crucial in trig-
gering the onset of melt (Bennartz et al., 2013; Van Tricht
et al., 2016b; Cullather and Nowicki, 2018). Figure 9c–e
show anomalies in VR-CESM surface elevation, cloud wa-
ter path (CWP), and downwelling longwave radiation (LWd).
The elevation anomalies appear similar in both VR-CESM55
and VR-CESM28, with lower surface topography over the
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Case minus RACMO (1980-1999)
Annual Accumulation

• Yay on precip!

• BUT yet again with this stubborn low melt bias in N.E. Greenland … exists at all resolutions

• I’ll be discussing some progress I’ve made on this issue in the vr-meeting



• Substantial improvement in GrIS
SMB over the standard 1º model                     
(van Kampenhout et al. 2019)

• 2-way coupling with CISM for 
comprehensive GrIS sea-level study 
(come to vr-discussion to learn more)

‘ARCTICGRIS’ (14 km)
ARCTIC (28 km)

‘ARCTIC’ (28 km)

ARCTIC-VR (CESM2.2)

• Lots of enhancements to the spectral-
element dycore!

• Variable-resolution (VR) topography
• Scale-aware tensor hyper-viscosity
• MG3 microphysics with improved ice 

phase



Historical F-compset (data ocn) simulations

Greenland Ice Sheet (GrIS) Topography

Similar to the experiments carried out in van Kampenhout et al. 2019, but using CAM6



Historical F-compset (data ocn) simulations

Bromwich et al. 2012, Arctic System Reanalysis



West Antarctic Grids

What are the costs of all these grids?

Grids created for Jan Lenearts group

WAIS-S WAIS-M WAIS-L



Model Costs

Grid NCOLS dt_dyn Core hours p/ sim. yr.

NE30 (global 1 deg) 48602 300 s 2073

NE120 (global 1/4 deg) 777632 75 s 110000

WAIS-S 77024 75 s 10133

WAIS-M 78095 75 s 10091

WAIS-L 85430 75 s 11290

ARCTIC 117398 75 s 20000

ARCTICGRIS 152390 37.5 s 45000

*Includes 6-hourly i/o



What if you want your own variable resolution grid?

• For now, need to contact VR team at NCAR

• Making/Installing a new grid into CESM is not a trivial task

• We are working with software engineers to simplify the process

• The VR-toolkit is being developed to provide a user friendly means 

for CESM users to make/install their own grids, and will eventually 

become part of a release


