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Langmuir turbulence enhances vertical mixing
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FIG. 6. Scaled vertical kinetic energy A(z) 5 / as a function of scaled depth z/H (curve). Error bars2 2s uw *
are 95% confidence limits of a x2 distribution. The degrees of freedom are estimated from the ratio of mean
to standard deviation at each depth. The gray profile has been corrected for biases near Z/H 5 21. Circles
represent / for a smooth-wall zero-pressure-gradient turbulent boundary layer; stars represent the same2 2s uw *
for a rough-wall boundary layer (Hinze 1975). Bars indicate probability distribution of float data on an
arbitrary scale.

Ewave, Cpeak, u*/Cpeak, Fslope, nor Slpeak showed any signifi-
cant relationship with .2sw

Figure 6 shows A(z). Depth is scaled with H in order
to minimize the effect of the large variations in H. Float
data with H , 20 m were excluded in order to avoid
large vertical stretching of very thin mixed layers. Float
data with u* , 0.008 m s21 were also excluded from
the averages because, as indicated in Fig. 4, there is a
departure from a linear relationship for low values of
u*. The floats are not uniformly distributed in depth asthey should be if they followed water parcels perfectly.
The distribution (Fig. 6) is surface intensified, presum-
ably owing to the buoyancy of the floats, and becomes
more uniform with increasing wind stress. The floats
therefore oversample the more energetic upper part of
the mixed layer and bias the value of / upward2 2s uw *from 1.27 for a mixed-layer depth average to 1.45 for
a time average.
The profile of A(z) does not go to zero at the mixed

layer base, as would be expected for mixed layer tur-
bulence. There are several possible reasons. First, water
is exchanged between the mixed layer and the under-
lying stratification in this region. The float data only
include particle trajectories that enter and exit the bot-
tom part of the mixed layer from above and do not
sample trajectories that start from or remain in the strat-

ification. The measured trajectories are more energetic
than the omitted ones, biasing the average energy high.
Harcourt et al. (2001) simulates Lagrangian floats in the
Labrador Sea and finds (his Fig. 6) the vertical kinetic
energy measured by simulated floats to be high by 29%
of the peak value.6 This bias decays upward with a scale
of about 0.2H in the simulation. Second, internal waves
in the stratified interior will cause vertical velocities
throughout the mixed layer. The vertical velocity due
to hydrostatic internal waves will decay linearly from
its value at the mixed layer base to very close to zero
at the surface. Nonhydrostatic internal waves will decay
faster (D’Asaro 1978), but these have only a small frac-
tion of the total energy. The average from five floats2sw

deployed in the mixed layer base near the start of the
measurements was (6 mm s21)2 or about 0.18 . Third,2u*the upward buoyancy of the floats causes them to over-
sample the more energetic downward-going plumes
leaving the surface (D’Asaro et al. 2001) and thus bias
the velocity high. Harcourt et al. (2001) models this
effect for floats with a bias velocity of 7 mm s21, which
is somewhat larger than is appropriate here. The bias

6 The peak value of in the Labrador Sea data is very similar to2sw

that in Fig. 6, although the mixed layer depth is about 10 times larger.
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D’ASARO ET AL.: QUANTIFYING SURFACE WAVE TURBULENCE

Figure 2. Mixed layer averaged turbulent vertical velocity wrms. (a) wrms from different deployments as a function of 4 m
(measured) wind speed. Dashed lines are linear fits. (b) wrms from different deployments as a function of u*. For OWS-P,
stress computed by three variants of the COARE 3.0 [Fairall et al., 2003] surface roughness are shown (section S3.5); for
the lake stress from COARE 3.0 with the Smith roughness [Smith, 1988] and from dissipation are shown (sections S2.2 and
S2.3). (c) wneutral

rms /u* averaged in bins of u* for lake and ocean data. The COARE 3.0 with the Smith roughness is used. (d)
wneutral

rms /u* averaged in bins of inverse surface layer Langmuir number LaSL squared for lake and ocean data (see section 3).
Heavy line is prediction of Langmuir turbulence [Harcourt and D’Asaro, 2008]. (e) Profiles of Stokes drift USt averaged for
lake (red), averaged for ocean (black) and the ocean profile with the maximum surface Stokes drift (blue). All confidence
limits are 99%. Values of wrms in Figures 2a and 2b are computed from the float pressure (section S4.2.1) with no additional
corrections. Values of wneutral

rms in Figures 2c and 2d are corrected for finite float size and buoyancy flux (sections S4.2.3 and
S4.2.4). In all panels, the lake (red) has a lower value of wrms than does the ocean (green for 2011, blue for 2012) for the
same atmospheric forcing.

averaged 6–10% lower (Figure S3). In Lake Washington,
dissipation-based estimates of u* (sections S3.1, S3.4, and
S3.5) averaged 8% lower than COARE 3.0 during the mea-
surement times. Computed heat fluxes matched the decrease
in water column heat content to 12% (Figure S7). In Lake
Washington 2–3% of the momentum fluxed out of the
atmosphere by the wind stress propagated away in the sur-
face wave field and was not available to drive the local
boundary layer; this fraction was significantly less at OWS-P
(section S3.7).

[8] The ocean’s response to these air-sea fluxes and wave
forcing was quantified by the average turbulent vertical
kinetic energy within the mixed layer 0.5w2

rms. This was
measured using subsurface neutrally buoyant Lagrangian
floats [D’Asaro, 2003] (section S4). During “Lagrangian
drifts” (Figure S10) occupying most of each day, each
float tracked the three-dimensional motion of water parcels,

actively controlling its buoyancy to match that of the mixed
layer and opening a horizontal drogue to increase its ver-
tical drag [D’Asaro et al., 1996; Harcourt and D’Asaro,
2010]. Float trajectories nearly uniformly fill the upper layer
(Figure S10), so that the average along these trajectories
is approximately the layer average. The vertical velocity w
of the float was computed (section S4.2) from the change
in measured pressure. We use wrms the square root of the
average of the squared vertical velocity to measure the
mixed layer average turbulent intensity. The large verti-
cal velocities due to surface waves are naturally filtered
from these averages because pressure is constant along the
Lagrangian trajectories of surface waves (section S4.2.1).
Between Lagrangian drifts, at least daily, each float pro-
filed vertically from beneath the mixed layer to the surface,
thereby measuring the density stratification (Figures 1a–1c)
and communicating by satellite with operators.
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98 Turbulence in oceanic boundary layers

(a)

(b)

Figure 3.12. Langmuir circulation. (a) Windrows produced by Langmuir circulation
on the surface of a lake. The mean distance between windrows is about 8 m. (b) A
sketch of the circulation pattern, including a ‘Y junction’ where neighbouring cells
combine. Windrows composed of floating material or foam form as a consequence of
convergent motion at the water surface. Their separation is twice the width of the
individual Langmuir cells.

by a parameter called the ‘turbulent Langmuir number’,

Laturb = [u∗/(2S0)]1/2, (3.10)

where u∗ is the friction velocity and S0 is the speed of the wave-induced Stokes drift
at the water surface. The turbulent Langmuir number has a typical value of about 0.3
in the ocean, but may be respectively larger or smaller in periods of rising or falling
winds. The relative effect of Langmuir circulation on the turbulent flow in the mixed
layer is enhanced as Laturb decreases.

Thorpe, 2007



Langmuir turbulence enhances mixed layer entrainment

• Scaling from Large Eddy Simulations

by colors) and wave forcing (distinguished by line
styles). The Langmuir turbulence induced enhancement
on w02 and w0b0, respectively, appear to be similar when
normalized by functions of u* (Figs. 4a,c), but signifi-
cantly different when normalized by functions of w*
(Figs. 4b,d). This suggests that Langmuir turbulence
has a much weaker effect on convective turbulence than
on shear turbulence. Therefore, to leading order—and
proposed parameterization accuracy—the correction to
account for the effects of Langmuir turbulence on both
w02 and w0b0 can be written out as a multiplier on the
shear turbulence contribution but not on the convective
turbulence contribution.
The mixed layer–averaged vertical velocity variance
hw02ihm is a metric used to describe the intensity of the
ocean surface vertical mixing (e.g., D’Asaro 2001;
Tseng and D’Asaro 2004; Harcourt and D’Asaro 2008;

Van Roekel et al. 2012; D’Asaro 2014; D’Asaro et al.
2014). In Fig. 5, hw02ihm/u*

2 is plotted against w*2/u*2,
La22

t 5 uS
0/u*, and La22

SL 5 uS
SL/u* to show the effects of

convective turbulence and Langmuir turbulence on the
vertical mixing. Consistent with previous studies on
free convection and wall-bounded shear turbulence,
hw02ihm is approximately proportional to w*2 in the
convective turbulence regime (w*2/u*2) and pro-
portional to u*2 in the shear turbulence regime
(w*2/u*2). The presence of Langmuir turbulence en-
hances the vertical mixing in both regimes, but behaves
very differently (Fig. 5a).
Under weak surface cooling (colored symbols in

Figs. 5b,c), hw02ihm/u*
2 scales with La22

t and La22
SL rea-

sonably well. The results shown here are generally
consistent with the scaling laws proposed in previous
studies (e.g., Harcourt and D’Asaro 2008; Van Roekel

FIG. 3. Vertical profiles of the turbulence statistics under various wave forcing for S-L1 (blue) and S-L2 (cyan). For clarity only the
results with weak wind forcing (U105 5m s21) are shown. Four cases in S-L1 with different wave ages (0.6–1.2) are represented by dotted,
dashed–dotted, dashed, and solid curves, respectively. Three cases in S-L2 with different wave amplitudes (0.4–0.8m) are represented by
dotted, dashed–dotted, and dashed curves, respectively. (a) uS/u*; the upper and lower group of vertical lines highlight uS

0 and uS
SL,

respectively, for each case. (b) w02/u*2. (c) w0b0hb/u*
3. (d) Normalized Lagrangian shear production (Eulerian shear production1 Stokes

production). (e) Normalized TKE transport. (f) Normalized dissipation. Panels (d)–(f) are normalized by u*3/hb.
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production). (e) Normalized TKE transport. (f) Normalized dissipation. Panels (d)–(f) are normalized by u*3/hb.
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tion and a more vertically distributed dissipation. The depth
of maximum vertical flux of tke varies as a multiple of the
Stokes depth scale.
[33] We construct a ratio Rt of the vertical to horizontal

velocity variances as a diagnostic to quantify whether the
turbulence is Langmuir-like or shear-like. Then, following
our observations about the mean and Stokes shear produc-
tion terms in the tke budgets we use Rt to show that
Langmuir turbulence is dominant over shear turbulence
when the Stokes shear exceeds the mean shear. This is
because Langmuir turbulence is characterized by a tke
production by the Stokes shear rather than the mean shear.
We show that the Stokes shear can dominate the mean shear
if Lat is sufficiently small [Li et al., 2005] or if ds is
sufficiently small such that the Stokes shear near the
surface, which scales as Us/ds, is enhanced.
[34] The wave-filtered Craik-Leibovich equations include

two additional forcing terms in the momentum equations.
Firstly, there is the Coriolis-Stokes forcing, f ! us, which
acts as an effective boundary condition that rotates the net
surface stress away from the along wind direction. This
reduces the shear in the along stream direction, precondi-
tioning the flow to the formation of along stream vortices
[Polton et al., 2005]. Secondly there is an additional vortex
force term, us ! w, which is responsible for the formation of
along stream Langmuir cell instabilities [Leibovich, 1983]
by accelerating across stream surface flow perturbations
into convergence zones. In conjunction, these two effects
result in a reduced mean shear and enhanced vertical

transport of tke into the mixed layer. We have shown here
that these jets penetrate to depths greater than the anticipated
depth scale for wave processes, the Stokes depth, instead
being arrested at the Ekman depth scale (for de > ds, as is
typical in the ocean) and are represented schematically in
Figure 7. In practice the base of the mixed layer is often
shallower than the Ekman depth scale, in which case it seems
probable that the vertical jets will enhance mixed layer
deepening processes [Li and Garrett, 1997].
[35] Classically Langmuir circulations are though of as

stream-wise counterrotating vortex rolls but it is important
to emphasize the importance of these intense downwelling
jets (Figure 7). It is these jets which will control episodic
deepening of the mixed layer, rapid penetration and mixing
of tracers and could also dissipate energy via the generation
and propagation of internal waves.
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Figure 7. Illustration showing that when the wind and waves are aligned and the production from
Stokes Shear dominates that from the mean shear, then downwelling jets inject fluid to the Ekman depth,
which is typically greater than the depth of wave influence, ds.
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Enhanced vertical mixing

Enhanced mixed layer entrainment
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Appendix A: Description and Implementation of Different Schemes
A1. KPP and KPPLT
Here we only briefly review the key ingredients of KPP that are relevant to the modifications to include the
effects of Langmuir turbulence in the three KPPLT variants (KPPLT-VR12, KPPLT-LF17, and KPPLT-R16)
in our comparison suite. Other components of KPP, for example, the nonlocal term, are treated the same
among all the KPP variants in this study (KPP-CVMix, KPP-ROMS, and the above three versions of KPPLT)
and therefore excluded in the discussion here for brevity. The full description of KPP can be found in Large
et al. (1994) and Van Roekel et al. (2018), with the specific adaptation in KPP-CVMix detailed in Griffies
et al. (2015).

KPP parameterizes the eddy diffusivity K! in equation (2) from the boundary layer depth hb, a turbulent
velocity scale w!(") depending on the friction velocity u* and the Monin-Obukhov similarity functions, and
a dimensionless shape function G!("):

K!(") = hbw!(")G!("), (A1)

with " = z∕hb a dimensionless vertical coordinate.

KPP-CVMix follows the bulk Richardson number calculation of Large et al. (1994) and Griffies et al. (2015)
to diagnose the boundary layer depth hb. In this approach, the boundary layer depth is diagnosed by finding
the shallowest depth where the bulk Richardson number,

Rib(z) =
z
[
br − b̄(z)

]
[
ur − u(z)

]2 + U2
t (z)

, (A2)

reaches a critical value, Ric = 0.3. The reference velocity ur and buoyancy br are found by averaging over the
surface layer (z > −0.1hb) to reduce the resolution dependency. The term U2

t (z) in the denominator aims to
account for the effects of unresolved shear.

KPP-ROMS uses a different approach, whereby hb is diagnosed as the first nonzero depth at which Cr(z) = 0,
where

Cr(z) = ∫
0

z
J(z′)

[[
$zu

]2 − N2(z′)
Ric

− Cek% 2
]

dz′ +
U2

t (z)
|z| , (A3)

with N2 = $zb̄ the square of the Brunt-Väisälä frequency, J(z) = |z|∕(|z|+ 0.1hb) a weighting function, and f
the Coriolis parameter. Note that the last term in the integral with Cek a constant represents the stabilizing
effect of rotation, which is absent in the bulk Richardson number formula in equation (A2). See Appendix
B of McWilliams et al. (2009) for more discussion on this formula.

In accordance with the observation that the vertical velocity variance within the OSBL is enhanced in the
presence of Langmuir turbulence, the most straightforward modification of KPP is applying an enhance-
ment factor  to the turbulent velocity scale w!, or w!L = w!. Following the idea of McWilliams and
Sullivan (2000), various formulas of  as a function of Langmuir number have been proposed (e.g., Li et al.,
2016; McWilliams & Sullivan, 2000; Smyth et al., 2002; Takaya et al., 2010). For simplicity, only one such
KPPLT model is presented here (KPPLT-VR12). The relative differences among the different formulas of 
are illustrated in Figure A1. In KPPLT-VR12, the enhancement factor is written as a function of the surface
layer averaged and projected Langmuir number LaSLP defined in (6) based on the LES work of Van Roekel
et al. (2012),

 = ||cos &wl||
[
1 +

(
3.1LaSLP

)−2 +
(
5.4LaSLP

)−4]1∕2
, (A4)

where &wl is the angle between wind and Langmuir cells. It is expected from Figure A1 that enhancement
factors based on McWilliams and Sullivan (2000), Smyth et al. (2002), or Takaya et al. (2010) will lead to
much stronger enhanced vertical mixing than equation (A4), as shown in Li et al. (2016) and Ali et al. (2019).
We note, however, that the VR12 case in Ali et al. (2019) is different from KPPLT-VR12 detailed here by the
use of Lat and the additional Stokes drift term in the bulk Richardson number in KPP (see more discussions
on this term in Li et al., 2016).
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Figure A1. Comparison among the formulas of enhancement factor  from McWilliams and Sullivan (2000), Smyth
et al. (2002), Takaya et al. (2010), Harcourt and D'Asaro (2008), aligned and misaligned versions of Van Roekel et al.
(2012). Three cases with w3

∗∕u3
∗ = [0.1, 1, 10], with w* = (−B0h)1/3 the convective velocity scale, are shown for Smyth

et al. (2002). Since the conversion from LaSL, or LaSLP, to Lat requires additional degrees of freedom, such as the full
Stokes drift profile shape and hb, which are not included in this diagram, the isolines of the joint probability
distributions function (PDF) of  and Lat that enclose 30%, 60%, and 90% of all instances centered at the highest joint
PDF are shown by the contours and shadings for Harcourt and D'Asaro (2008) and misaligned version of Van Roekel
et al. (2012), respectively. The PDFs of  for selected cases are shown on the left side of the diagram. The PDF of Lat is
shown by the gray shading at the bottom. All PDFs are estimated from the 3-hourly output of the GOTM simulations
forced by JRA55-do over 12 months. Enhancement factors inferred from direct measurements of D'Asaro (2001), Tseng
and D'Asaro (2004), and D'Asaro (2014) are marked by the dotted lines and labeled on the right for reference.
Horizontal and vertical reference lines in black mark  = 1 and Lat = 0.3, respectively.

In addition to the direct effect of enhanced w! that increases the eddy diffusivity according to equation (A1),
the entrainment at the base of the OSBL is also enhanced according to equation (A2), where the unresolved
shear-term U2

t is a function of w!. Therefore, this approach simply assumes that the entrainment is affected
by Langmuir turbulence in the same way as the vertical turbulent diffusion, which turns out to be insuffi-
cient (Li & Fox-Kemper, 2017). Improvements are possible by separately considering the effects of Langmuir
turbulence on those processes.

Li and Fox-Kemper (2017) show that the entrainment buoyancy flux is affected differently by the presence
of Langmuir turbulence and follows a different scaling law than the vertical velocity variance within the
OSBL. KPPLT-LF17 therefore further incorporates this new scaling law of entrainment buoyancy flux into
KPP in addition to the enhancement factor as in KPPLT-VR12 by modifying the unresolved shear term in
equation (A2) to

U2
tL(z) =

CvN(z)w!(z)|z|
Ric

[
0.15w∗

3 + 0.17u∗
3(1 + 0.49La−2

SL )
w!(z)3

]1∕2

, (A5)

where Cv is a dimensionless coefficient and w* = (−B0h)1/3 is the convective velocity scale. Note that, unlike
in KPPLT-VR12, in KPPLT-LF17 the enhancement factor in equation (A4) is only applied to the eddy diffu-
sivity in equation (A1) and thereby w! in equation (A5) is not enhanced. It is also important to note that all
coefficients in equations (A4) and (A5) are derived from LES and no tuning is required when applied in KPP.

KPPLT-R16 uses different enhancement factors for eddy diffusivity and unresolved shear, respectively,

K =1 + ( ′ − 1)G!(")∕max
[
G!(")

]
,

 ′ =min
(
2.25, 1 + La− 1

SLP
)
,

U2
t
=1 + 2.3La−1∕2

SLP ,
(A6)
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Parameterization of Langmuir turbulence in KPP
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CESM2.1

CESM2.2



Summer MLD OBS: de Boyer Montégut et al. (2004)

JRA55do: g.e21.GOMIPECOIAF_JRA.TL319_g17.CMIP6-omip2.001

CORE2: g.e21.GOMIPECOIAF.T62_g17.CMIP6-omip1.001

JRA55do-LF17: 20200517_LF17_GOMIPECOIAF_JRA-1p4-2018_TL319_g17

1980-2009: years 23-52 for JRA55do & 33-62 for CORE2

OBS JRA55do

JRA55do

-LF17CORE2

Global S of 30S 30S-30N

JRA55do 7.65 7.04 8.80

JRA55do-
LF17

7.57 7.06 8.63

CORE2 8.54 9.09 9.16

RMSE (m)

Zonal mean

5



Winter MLD OBS: de Boyer Montégut et al. (2004)

JRA55do: g.e21.GOMIPECOIAF_JRA.TL319_g17.CMIP6-omip2.001

CORE2: g.e21.GOMIPECOIAF.T62_g17.CMIP6-omip1.001

JRA55do-LF17: 20200517_LF17_GOMIPECOIAF_JRA-1p4-2018_TL319_g17

1980-2009: years 23-52 for JRA55do & 33-62 for CORE2

OBS JRA55do

JRA55do

-LF17CORE2

Global S of 30S 30S-30N

JRA55do 47.40 47.16 16.89

JRA55do-
LF17

50.67 57.81 16.89

CORE2 62.74 45.20 20.55

RMSE (m)

Zonal mean

6



The “Theory Wave”
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Note  that  both  the  directional  spreading  of  wind-waves  and  

the  remotely  generated  swell  lead  to  the  misalignment  of  wind  

and  waves,  reducing  the  mean  Stokes  drift  magnitude  by  14  ∼ 20%  

and  7  ∼ 23%,  respectively  (  Webb  and  Fox-Kemper,  2015  ).  Both  ef-  

fects  are  approximated  in  the  Theory  Wave  model.  The  adoption  of  

α =  θww  =  0  here  should  be  distinguished  from  assuming  aligned  

wind  and  waves  such  as  in  (26)  introduced  in  the  next  section.  The  

systematic  overestimation  of  the  enhancement  factor  by  assuming  

α =  θww  =  0  is  compensated  by  the  adoption  the  magnitude  loss  

coefficient,  c  1  ,  in  (19)  .  

For  quick  reference  and  easy  implementation,  all  the  essential  

equations  required  in  the  Theory  Wave  model,  (24)  ,  are  summa-  

rized  below.  

u  S  
0  ≈ 0  .  016  U  10  ,  

V S  ≈ 2  .  67  × 10  −5  gU  3  
10  ,  

k  p  ≈ 0  .  176  
u  S  

0  
V S  ,  

k  ∗p  =  2  .  56  k  p  ,  

H  SL  =  H  BL  /  5  ,  

T 1  (k,  z)  =  e  2  kz  ,  

T 2  (k,  z)  =  
√  

2  πk  |  z|  erfc  

(√  
2  k  |  z|  

)
,  

u  S  
SL  ≈ u  S  

0  

{  

0  .  715  

+  

(
0  .  151  

k  p  H  SL  
− 0  .  840  

)
[  1  − T 1  (k  p  ,  H  SL  )  ]  

−
(

0  .  840  +  
0  .  0591  

k  p  H  SL  

)
T 2  (k  p  ,  H  SL  )  

+  

(
0  .  0632  

k  ∗p  H  SL  
+  0  .  125  

)[
1  − T 1  (k  ∗p  ,  H  SL  )  

]

+  

(
0  .  125  +  

0  .  0946  

k  ∗p  H  SL  

)
T 2  (k  ∗p  ,  H  SL  )  

}
,  

La  SL  =  

√  
u  ∗

u  S  
SL  

,  

E  =  
√  

1  +  (1  .  5  La  SL  )  −2  +  (5  .  4  La  SL  )  −4  .  (25)  

All  the  coefficients  are  dimensionless  except  that  in  the  approx-  

imation  of  the  Stokes  transport,  V  S  ,  which  has  units  of  m  −2  s  −4  .  

A  comparison  between  the  Theory  Wave  model  and  the  WW3  

simulation  is  shown  by  density-shaded  scatter  plots  of  E,  u  S  
0  and  

u  S  
SL  in  Fig.  2  d–f.  Each  corresponding  variable  from  the  Theory  Wave  

model  are  calculated  from  (25)  with  the  6-hourly  WW3  data  of  

U  10  ,  u  ∗ and  H  BL  .  The  E distribution  of  the  Theory  Wave  model  

resembles  the  WW3  data,  with  consistent  magnitude  and  vari-  

ability.  A  prime  discrepancy  is  that  the  Theory  Wave  model  does  

not  allow  E  <  1  whereas  WW3  does.  This  discrepancy  is  negligi-  

ble  overall  (see  next  section).  Similar  to  the  comparison  with  RA13  

in  Fig.  3  b,  u  S  
0  follows  WW3  data  except  for  an  offset  leading  to  

systematic  overestimation,  likely  from  swell  contributions  (  Fig.  2  e).  

The  Theory  Wave  prediction  for  u  S  
SL  also  agrees  with  the  WW3  data  

(  Fig.  2  f),  especially  for  large  values.  The  underestimation  of  u  S  
SL  at  

small  values  has  relatively  little  impact  on  the  resulting  enhance-  

ment  factor.  

Fig.  4  shows  the  comparison  of  the  10-year  averaged  enhance-  

ment  factor  map  in  January  and  July  between  the  Theory  Wave  

model  and  the  Data  Wave  model.  Generally  the  Theory  Wave  esti-  

mates  match  the  spatial  variability  and  the  seasonality  of  the  en-  

hancement  factor  in  the  Data  Wave  climatology,  except  for  modest  

overestimation.  Beyond  comparing  just  the  climatological  mean,  

the  enhancement  factor  from  the  Theory  Wave  estimate  has  a  

broader  distribution  than  that  from  the  Data  Wave  climatology  

(See  Fig.  2  a  and  d).  

5.  Data  Wave  climatology  and  Theory  Wave  estimates  in  CESM  

5.1.  Comparing  with  WAVEWATCH  III  

Both  the  Data  Wave  climatology  and  the  Theory  Wave  esti-  

mates  are  implemented  in  the  Community  Ocean  Vertical  Mix-  

ing  Project  (CVMix,  https://github.com/CVMix  )  and  tested  in  CESM.  

Appendix  C  details  the  CVMix  implementation.  Two  ocean-wave  

simulations  forced  by  the  inter-annually  varying  CORE-II  datasets  

were  performed,  denoted  as  DWAV-FULL  and  TWAV.  These  two  

simulations  are  identical  to  WW3  except  that  WAVEWATCH  III  is  

replaced  by  the  Data  Wave  climatology  and  the  Theory  Wave  es-  

timates,  respectively,  as  the  source  of  the  enhancement  factor.  All  

simulations  are  summarized  in  Table  2  .  

Figs.  5  and  6  show  the  summer  and  winter  mean  MLD  in  both  

hemispheres  in  observations,  CTRL,  WW3,  DWAV-FULL  and  TWAV.  

The  observations  are  from  de  Boyer  Montégut  et  al.  (2004)  ,  up-  

dated  to  include  Argo  data  up  through  2012.  As  in  LW16,  the  def-  

inition  of  mixed  layer  follows  the  density  threshold  method  of  de  

Boyer  Montégut  et  al.  (2004)  ,  locating  the  depth  where  the  poten-  

tial  density  (referenced  to  surface)  changes  by  0.03  kg  m  −3  from  

its  surface  value.  This  definition  allows  direct  comparison  of  the  

model  results  with  observations.  Note  that  Fig.  5  b,  c  and  6  b,  c  cor-  

respond  to  Fig.  3  c,  g  and  Fig.  4  c,  g  in  LW16,  respectively,  except  

that  here  the  ocean  model  uses  a  finer  nominal  1  ° grid  and  the  

color  scale  is  slightly  modified.  The  results  here  agree  with  LW16,  

suggesting  that  resolution  does  not  significantly  affect  the  param-  

eterizations  of  Langmuir  mixing,  at  least  while  holding  the  wave  

model  resolution  fixed.  

Fig.  5  d,  e  and  6  d,  e  show  the  results  for  the  case  DWAV-FULL  

and  TWAV.  They  are  difficult  to  distinguish  from  WW3.  Thus,  the  

Data  Wave  climatology  and  the  Theory  Wave  estimate  retain  the  

Langmuir  mixing  effects  on  mean  MLD  from  coupling  with  WAVE-  

WATCH  III.  

As  a  direct  comparison  with  Fig.  6  in  LW16,  Fig.  7  shows  the  

zonal  mean  partial  pressure  of  chlorofluorocarbon-11  (pCFC-11)  

over  the  Southern  Hemisphere.  Chlorofluorocarbons  (CFC)  are  com-  

monly  used  as  passive  tracers  in  the  ocean  model  as  a  measure  

of  the  integrated  effects  of  the  air-sea  interaction  and  mixing  in  

the  ocean  (e.g.,  Fox-Kemper  et  al.,  2011;  Danabasoglu  et  al.,  2012  ).  

The  CFC  concentrations  in  the  atmosphere  were  set  (realistically)  

near  the  end  of  the  third  CORE-II  cycle  in  CTRL  (at  model  year  

170)  and  their  concentration  history  is  applied  thereafter  to  the  

end  of  the  fourth  CORE-II  cycle  in  all  the  simulations.  This  forc-  

ing  allows  the  simulation  results  to  be  compared  directly  against  

observations  from  the  Global  Ocean  Data  Analysis  Project  (GLO-  

DAP,  Key  et  al.,  2004  ).  As  the  CFC  climatology  in  GLODAP  is  based  

on  data  collected  during  the  World  Ocean  Circulation  Experiment  

(WOCE)  program  from  1990  to  1998,  the  simulated  pCFC-11  is  av-  

eraged  over  the  model  year  233,  corresponding  to  the  forcing  year  

1994,  providing  a  central  estimate  of  the  observation  window  for  

comparison.  

Consistent  with  LW16,  including  the  Langmuir  mixing  parame-  

terization  appears  to  reduce  the  low  concentration  biases  of  pCFC-  

11  in  the  Southern  Ocean  to  a  modest  extent.  Most  important  here  

is  the  agreement  in  Langmuir  mixing  effects  on  pCFC-11  among  

the  WW3,  DWAV-FULL  and  TWAV.  

Therefore,  it  appears  that  the  Data  Wave  climatology  and  the  

Theory  Wave  estimate  perform  comparably  in  terms  of  Langmuir  

mixing  effects  to  the  prognostic  wave  model  WAVEWATCH  III.  In  

the  following  section,  it  will  be  demonstrated  that  the  consistency  

among  these  results  is  not  random,  and  indeed  it  is  easy  to  gener-  

ate  other  estimates  that  disagree  more.  
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Note  that  both  the  directional  spreading  of  wind-waves  and  

the  remotely  generated  swell  lead  to  the  misalignment  of  wind  

and  waves,  reducing  the  mean  Stokes  drift  magnitude  by  14  ∼ 20%  

and  7  ∼ 23%,  respectively  (  Webb  and  Fox-Kemper,  2015  ).  Both  ef-  

fects  are  approximated  in  the  Theory  Wave  model.  The  adoption  of  

α =  θww  =  0  here  should  be  distinguished  from  assuming  aligned  

wind  and  waves  such  as  in  (26)  introduced  in  the  next  section.  The  

systematic  overestimation  of  the  enhancement  factor  by  assuming  

α =  θww  =  0  is  compensated  by  the  adoption  the  magnitude  loss  

coefficient,  c  1  ,  in  (19)  .  

For  quick  reference  and  easy  implementation,  all  the  essential  

equations  required  in  the  Theory  Wave  model,  (24)  ,  are  summa-  

rized  below.  

u  S  
0  ≈ 0  .  016  U  10  ,  

V S  ≈ 2  .  67  × 10  −5  gU  3  
10  ,  

k  p  ≈ 0  .  176  
u  S  

0  
V S  ,  

k  ∗p  =  2  .  56  k  p  ,  

H  SL  =  H  BL  /  5  ,  

T 1  (k,  z)  =  e  2  kz  ,  

T 2  (k,  z)  =  
√  

2  πk  |  z|  erfc  

(√  
2  k  |  z|  

)
,  

u  S  
SL  ≈ u  S  

0  

{  

0  .  715  

+  

(
0  .  151  

k  p  H  SL  
− 0  .  840  

)
[  1  − T 1  (k  p  ,  H  SL  )  ]  

−
(

0  .  840  +  
0  .  0591  

k  p  H  SL  

)
T 2  (k  p  ,  H  SL  )  

+  

(
0  .  0632  

k  ∗p  H  SL  
+  0  .  125  

)[
1  − T 1  (k  ∗p  ,  H  SL  )  

]

+  

(
0  .  125  +  

0  .  0946  

k  ∗p  H  SL  

)
T 2  (k  ∗p  ,  H  SL  )  

}
,  

La  SL  =  

√  
u  ∗

u  S  
SL  

,  

E  =  
√  

1  +  (1  .  5  La  SL  )  −2  +  (5  .  4  La  SL  )  −4  .  (25)  

All  the  coefficients  are  dimensionless  except  that  in  the  approx-  

imation  of  the  Stokes  transport,  V  S  ,  which  has  units  of  m  −2  s  −4  .  

A  comparison  between  the  Theory  Wave  model  and  the  WW3  

simulation  is  shown  by  density-shaded  scatter  plots  of  E,  u  S  
0  and  

u  S  
SL  in  Fig.  2  d–f.  Each  corresponding  variable  from  the  Theory  Wave  

model  are  calculated  from  (25)  with  the  6-hourly  WW3  data  of  

U  10  ,  u  ∗ and  H  BL  .  The  E distribution  of  the  Theory  Wave  model  

resembles  the  WW3  data,  with  consistent  magnitude  and  vari-  

ability.  A  prime  discrepancy  is  that  the  Theory  Wave  model  does  

not  allow  E  <  1  whereas  WW3  does.  This  discrepancy  is  negligi-  

ble  overall  (see  next  section).  Similar  to  the  comparison  with  RA13  

in  Fig.  3  b,  u  S  
0  follows  WW3  data  except  for  an  offset  leading  to  

systematic  overestimation,  likely  from  swell  contributions  (  Fig.  2  e).  

The  Theory  Wave  prediction  for  u  S  
SL  also  agrees  with  the  WW3  data  

(  Fig.  2  f),  especially  for  large  values.  The  underestimation  of  u  S  
SL  at  

small  values  has  relatively  little  impact  on  the  resulting  enhance-  

ment  factor.  

Fig.  4  shows  the  comparison  of  the  10-year  averaged  enhance-  

ment  factor  map  in  January  and  July  between  the  Theory  Wave  

model  and  the  Data  Wave  model.  Generally  the  Theory  Wave  esti-  

mates  match  the  spatial  variability  and  the  seasonality  of  the  en-  

hancement  factor  in  the  Data  Wave  climatology,  except  for  modest  

overestimation.  Beyond  comparing  just  the  climatological  mean,  

the  enhancement  factor  from  the  Theory  Wave  estimate  has  a  

broader  distribution  than  that  from  the  Data  Wave  climatology  

(See  Fig.  2  a  and  d).  

5.  Data  Wave  climatology  and  Theory  Wave  estimates  in  CESM  

5.1.  Comparing  with  WAVEWATCH  III  

Both  the  Data  Wave  climatology  and  the  Theory  Wave  esti-  

mates  are  implemented  in  the  Community  Ocean  Vertical  Mix-  

ing  Project  (CVMix,  https://github.com/CVMix  )  and  tested  in  CESM.  

Appendix  C  details  the  CVMix  implementation.  Two  ocean-wave  

simulations  forced  by  the  inter-annually  varying  CORE-II  datasets  

were  performed,  denoted  as  DWAV-FULL  and  TWAV.  These  two  

simulations  are  identical  to  WW3  except  that  WAVEWATCH  III  is  

replaced  by  the  Data  Wave  climatology  and  the  Theory  Wave  es-  

timates,  respectively,  as  the  source  of  the  enhancement  factor.  All  

simulations  are  summarized  in  Table  2  .  

Figs.  5  and  6  show  the  summer  and  winter  mean  MLD  in  both  

hemispheres  in  observations,  CTRL,  WW3,  DWAV-FULL  and  TWAV.  

The  observations  are  from  de  Boyer  Montégut  et  al.  (2004)  ,  up-  

dated  to  include  Argo  data  up  through  2012.  As  in  LW16,  the  def-  

inition  of  mixed  layer  follows  the  density  threshold  method  of  de  

Boyer  Montégut  et  al.  (2004)  ,  locating  the  depth  where  the  poten-  

tial  density  (referenced  to  surface)  changes  by  0.03  kg  m  −3  from  

its  surface  value.  This  definition  allows  direct  comparison  of  the  

model  results  with  observations.  Note  that  Fig.  5  b,  c  and  6  b,  c  cor-  

respond  to  Fig.  3  c,  g  and  Fig.  4  c,  g  in  LW16,  respectively,  except  

that  here  the  ocean  model  uses  a  finer  nominal  1  ° grid  and  the  

color  scale  is  slightly  modified.  The  results  here  agree  with  LW16,  

suggesting  that  resolution  does  not  significantly  affect  the  param-  

eterizations  of  Langmuir  mixing,  at  least  while  holding  the  wave  

model  resolution  fixed.  

Fig.  5  d,  e  and  6  d,  e  show  the  results  for  the  case  DWAV-FULL  

and  TWAV.  They  are  difficult  to  distinguish  from  WW3.  Thus,  the  

Data  Wave  climatology  and  the  Theory  Wave  estimate  retain  the  

Langmuir  mixing  effects  on  mean  MLD  from  coupling  with  WAVE-  

WATCH  III.  

As  a  direct  comparison  with  Fig.  6  in  LW16,  Fig.  7  shows  the  

zonal  mean  partial  pressure  of  chlorofluorocarbon-11  (pCFC-11)  

over  the  Southern  Hemisphere.  Chlorofluorocarbons  (CFC)  are  com-  

monly  used  as  passive  tracers  in  the  ocean  model  as  a  measure  

of  the  integrated  effects  of  the  air-sea  interaction  and  mixing  in  

the  ocean  (e.g.,  Fox-Kemper  et  al.,  2011;  Danabasoglu  et  al.,  2012  ).  

The  CFC  concentrations  in  the  atmosphere  were  set  (realistically)  

near  the  end  of  the  third  CORE-II  cycle  in  CTRL  (at  model  year  

170)  and  their  concentration  history  is  applied  thereafter  to  the  

end  of  the  fourth  CORE-II  cycle  in  all  the  simulations.  This  forc-  

ing  allows  the  simulation  results  to  be  compared  directly  against  

observations  from  the  Global  Ocean  Data  Analysis  Project  (GLO-  

DAP,  Key  et  al.,  2004  ).  As  the  CFC  climatology  in  GLODAP  is  based  

on  data  collected  during  the  World  Ocean  Circulation  Experiment  

(WOCE)  program  from  1990  to  1998,  the  simulated  pCFC-11  is  av-  

eraged  over  the  model  year  233,  corresponding  to  the  forcing  year  

1994,  providing  a  central  estimate  of  the  observation  window  for  

comparison.  

Consistent  with  LW16,  including  the  Langmuir  mixing  parame-  

terization  appears  to  reduce  the  low  concentration  biases  of  pCFC-  

11  in  the  Southern  Ocean  to  a  modest  extent.  Most  important  here  

is  the  agreement  in  Langmuir  mixing  effects  on  pCFC-11  among  

the  WW3,  DWAV-FULL  and  TWAV.  

Therefore,  it  appears  that  the  Data  Wave  climatology  and  the  

Theory  Wave  estimate  perform  comparably  in  terms  of  Langmuir  

mixing  effects  to  the  prognostic  wave  model  WAVEWATCH  III.  In  

the  following  section,  it  will  be  demonstrated  that  the  consistency  

among  these  results  is  not  random,  and  indeed  it  is  easy  to  gener-  

ate  other  estimates  that  disagree  more.  
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Note  that  both  the  directional  spreading  of  wind-waves  and  

the  remotely  generated  swell  lead  to  the  misalignment  of  wind  

and  waves,  reducing  the  mean  Stokes  drift  magnitude  by  14  ∼ 20%  

and  7  ∼ 23%,  respectively  (  Webb  and  Fox-Kemper,  2015  ).  Both  ef-  

fects  are  approximated  in  the  Theory  Wave  model.  The  adoption  of  

α =  θww  =  0  here  should  be  distinguished  from  assuming  aligned  

wind  and  waves  such  as  in  (26)  introduced  in  the  next  section.  The  

systematic  overestimation  of  the  enhancement  factor  by  assuming  

α =  θww  =  0  is  compensated  by  the  adoption  the  magnitude  loss  

coefficient,  c  1  ,  in  (19)  .  

For  quick  reference  and  easy  implementation,  all  the  essential  

equations  required  in  the  Theory  Wave  model,  (24)  ,  are  summa-  

rized  below.  

u  S  
0  ≈ 0  .  016  U  10  ,  

V S  ≈ 2  .  67  × 10  −5  gU  3  
10  ,  

k  p  ≈ 0  .  176  
u  S  

0  
V S  ,  

k  ∗p  =  2  .  56  k  p  ,  

H  SL  =  H  BL  /  5  ,  

T 1  (k,  z)  =  e  2  kz  ,  

T 2  (k,  z)  =  
√  

2  πk  |  z|  erfc  

(√  
2  k  |  z|  

)
,  

u  S  
SL  ≈ u  S  

0  

{  

0  .  715  

+  

(
0  .  151  

k  p  H  SL  
− 0  .  840  

)
[  1  − T 1  (k  p  ,  H  SL  )  ]  

−
(

0  .  840  +  
0  .  0591  

k  p  H  SL  

)
T 2  (k  p  ,  H  SL  )  

+  

(
0  .  0632  

k  ∗p  H  SL  
+  0  .  125  

)[
1  − T 1  (k  ∗p  ,  H  SL  )  

]

+  

(
0  .  125  +  

0  .  0946  

k  ∗p  H  SL  

)
T 2  (k  ∗p  ,  H  SL  )  

}
,  

La  SL  =  

√  
u  ∗

u  S  
SL  

,  

E  =  
√  

1  +  (1  .  5  La  SL  )  −2  +  (5  .  4  La  SL  )  −4  .  (25)  

All  the  coefficients  are  dimensionless  except  that  in  the  approx-  

imation  of  the  Stokes  transport,  V  S  ,  which  has  units  of  m  −2  s  −4  .  

A  comparison  between  the  Theory  Wave  model  and  the  WW3  

simulation  is  shown  by  density-shaded  scatter  plots  of  E,  u  S  
0  and  

u  S  
SL  in  Fig.  2  d–f.  Each  corresponding  variable  from  the  Theory  Wave  

model  are  calculated  from  (25)  with  the  6-hourly  WW3  data  of  

U  10  ,  u  ∗ and  H  BL  .  The  E distribution  of  the  Theory  Wave  model  

resembles  the  WW3  data,  with  consistent  magnitude  and  vari-  

ability.  A  prime  discrepancy  is  that  the  Theory  Wave  model  does  

not  allow  E  <  1  whereas  WW3  does.  This  discrepancy  is  negligi-  

ble  overall  (see  next  section).  Similar  to  the  comparison  with  RA13  

in  Fig.  3  b,  u  S  
0  follows  WW3  data  except  for  an  offset  leading  to  

systematic  overestimation,  likely  from  swell  contributions  (  Fig.  2  e).  

The  Theory  Wave  prediction  for  u  S  
SL  also  agrees  with  the  WW3  data  

(  Fig.  2  f),  especially  for  large  values.  The  underestimation  of  u  S  
SL  at  

small  values  has  relatively  little  impact  on  the  resulting  enhance-  

ment  factor.  

Fig.  4  shows  the  comparison  of  the  10-year  averaged  enhance-  

ment  factor  map  in  January  and  July  between  the  Theory  Wave  

model  and  the  Data  Wave  model.  Generally  the  Theory  Wave  esti-  

mates  match  the  spatial  variability  and  the  seasonality  of  the  en-  

hancement  factor  in  the  Data  Wave  climatology,  except  for  modest  

overestimation.  Beyond  comparing  just  the  climatological  mean,  

the  enhancement  factor  from  the  Theory  Wave  estimate  has  a  

broader  distribution  than  that  from  the  Data  Wave  climatology  

(See  Fig.  2  a  and  d).  

5.  Data  Wave  climatology  and  Theory  Wave  estimates  in  CESM  

5.1.  Comparing  with  WAVEWATCH  III  

Both  the  Data  Wave  climatology  and  the  Theory  Wave  esti-  

mates  are  implemented  in  the  Community  Ocean  Vertical  Mix-  

ing  Project  (CVMix,  https://github.com/CVMix  )  and  tested  in  CESM.  

Appendix  C  details  the  CVMix  implementation.  Two  ocean-wave  

simulations  forced  by  the  inter-annually  varying  CORE-II  datasets  

were  performed,  denoted  as  DWAV-FULL  and  TWAV.  These  two  

simulations  are  identical  to  WW3  except  that  WAVEWATCH  III  is  

replaced  by  the  Data  Wave  climatology  and  the  Theory  Wave  es-  

timates,  respectively,  as  the  source  of  the  enhancement  factor.  All  

simulations  are  summarized  in  Table  2  .  

Figs.  5  and  6  show  the  summer  and  winter  mean  MLD  in  both  

hemispheres  in  observations,  CTRL,  WW3,  DWAV-FULL  and  TWAV.  

The  observations  are  from  de  Boyer  Montégut  et  al.  (2004)  ,  up-  

dated  to  include  Argo  data  up  through  2012.  As  in  LW16,  the  def-  

inition  of  mixed  layer  follows  the  density  threshold  method  of  de  

Boyer  Montégut  et  al.  (2004)  ,  locating  the  depth  where  the  poten-  

tial  density  (referenced  to  surface)  changes  by  0.03  kg  m  −3  from  

its  surface  value.  This  definition  allows  direct  comparison  of  the  

model  results  with  observations.  Note  that  Fig.  5  b,  c  and  6  b,  c  cor-  

respond  to  Fig.  3  c,  g  and  Fig.  4  c,  g  in  LW16,  respectively,  except  

that  here  the  ocean  model  uses  a  finer  nominal  1  ° grid  and  the  

color  scale  is  slightly  modified.  The  results  here  agree  with  LW16,  

suggesting  that  resolution  does  not  significantly  affect  the  param-  

eterizations  of  Langmuir  mixing,  at  least  while  holding  the  wave  

model  resolution  fixed.  

Fig.  5  d,  e  and  6  d,  e  show  the  results  for  the  case  DWAV-FULL  

and  TWAV.  They  are  difficult  to  distinguish  from  WW3.  Thus,  the  

Data  Wave  climatology  and  the  Theory  Wave  estimate  retain  the  

Langmuir  mixing  effects  on  mean  MLD  from  coupling  with  WAVE-  

WATCH  III.  

As  a  direct  comparison  with  Fig.  6  in  LW16,  Fig.  7  shows  the  

zonal  mean  partial  pressure  of  chlorofluorocarbon-11  (pCFC-11)  

over  the  Southern  Hemisphere.  Chlorofluorocarbons  (CFC)  are  com-  

monly  used  as  passive  tracers  in  the  ocean  model  as  a  measure  

of  the  integrated  effects  of  the  air-sea  interaction  and  mixing  in  

the  ocean  (e.g.,  Fox-Kemper  et  al.,  2011;  Danabasoglu  et  al.,  2012  ).  

The  CFC  concentrations  in  the  atmosphere  were  set  (realistically)  

near  the  end  of  the  third  CORE-II  cycle  in  CTRL  (at  model  year  

170)  and  their  concentration  history  is  applied  thereafter  to  the  

end  of  the  fourth  CORE-II  cycle  in  all  the  simulations.  This  forc-  

ing  allows  the  simulation  results  to  be  compared  directly  against  

observations  from  the  Global  Ocean  Data  Analysis  Project  (GLO-  

DAP,  Key  et  al.,  2004  ).  As  the  CFC  climatology  in  GLODAP  is  based  

on  data  collected  during  the  World  Ocean  Circulation  Experiment  

(WOCE)  program  from  1990  to  1998,  the  simulated  pCFC-11  is  av-  

eraged  over  the  model  year  233,  corresponding  to  the  forcing  year  

1994,  providing  a  central  estimate  of  the  observation  window  for  

comparison.  

Consistent  with  LW16,  including  the  Langmuir  mixing  parame-  

terization  appears  to  reduce  the  low  concentration  biases  of  pCFC-  

11  in  the  Southern  Ocean  to  a  modest  extent.  Most  important  here  

is  the  agreement  in  Langmuir  mixing  effects  on  pCFC-11  among  

the  WW3,  DWAV-FULL  and  TWAV.  

Therefore,  it  appears  that  the  Data  Wave  climatology  and  the  

Theory  Wave  estimate  perform  comparably  in  terms  of  Langmuir  

mixing  effects  to  the  prognostic  wave  model  WAVEWATCH  III.  In  

the  following  section,  it  will  be  demonstrated  that  the  consistency  

among  these  results  is  not  random,  and  indeed  it  is  easy  to  gener-  

ate  other  estimates  that  disagree  more.  
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Fig.  5.  Impact  of  Langmuir  mixing  on  the  summer  mean  mixed  layer  depth  (MLD;  m)  for  both  hemispheres.  Subfigure  (a)  shows  the  observation  from  de  Boyer  Montégut  
et  al.  (2004)  ,  updated  to  include  the  ARGO  data  to  2012.  (b)  shows  the  case  CTRL,  (c)  the  case  WW3,  (d)  the  case  DWAV-FULL  and  (e)  the  case  TWAV.  MLDs  are  averaged  
over  Jul.,  Aug.  and  Sep.  for  the  Northern  Hemisphere  and  Jan.,  Feb.  and  Mar.  for  the  Southern  Hemisphere.  

sphere  extratropical  regions  (30  °N  -  90  °N),  the  equatorial  regions  

(30  °S  -  30  °N)  and  the  Southern  Hemisphere  extratropical  regions  

(90  °S  -  30  °S),  respectively.  The  right  panels  of  Fig.  8  are  the  cor-  

responding  reductions  of  root  mean  square  error  (RMSE)  as  com-  

pared  with  CTRL.  The  black  curves  in  the  left  panels  represent  

the  mean  biases  of  the  CTRL  in  which  no  Langmuir  mixing  ef-  

fect  is  included.  Note  the  persistent  shallow  biases  in  the  Southern  

Hemisphere  extratropical  regions  (  Fig.  8  e).  The  red,  blue  and  pur-  

ple  curves  represent  results  for  WW3,  DWAV-FULL  and  TWAV,  and  

the  solid,  dashed,  dotted  and  dashed-dotted  curves  in  gray  are  for  

the  simulations  DWAV-CON1,  DWAV-CON2,  DWAV-AL  and  DWAV-  

RA13,  respectively.  Note  that  adding  the  Langmuir  mixing  effects  is  

a  major  change  to  modeled  behavior,  but  distinctions  among  dif-  

ferent  Langmuir  treatments  are  comparatively  small.  However,  two  

groups  of  curves  distinguish  themselves,  color  versus  gray  in  Fig.  8  .  

The  consistency  among  WW3,  DWAV-FULL  and  TWAV  (col-  

ored  curves)  is  remarkable  when  compared  with  other  cases  (gray  

curves).  In  particular,  although  the  mean  MLD  biases  in  the  North-  

ern  Hemisphere  winter  are  increased  in  all  cases  as  compared  with  

CTRL,  the  three  colored  cases  are  clearly  less  biased  (  Fig.  8  a).  And  

more  importantly,  the  reductions  in  RMSE  are  only  found  in  the  

three  colored  cases  (  Fig.  8  b).  In  the  equatorial  regions,  the  three  

colored  cases  introduce  the  least  degradation,  though  DWAV-CON2  

and  DWAV-AL  seems  to  be  also  indistinguishable  from  the  colored  

cases  (  Fig.  8  c  and  d).  In  the  Southern  Hemisphere  extratropical  re-  

gions,  where  improvements  are  found  in  all  cases,  the  distinctions  

between  the  colored  cases  and  the  gray  cases  are  clear  in  both  the  

mean  biases  (  Fig.  8  e)  and  the  RMSE  reductions  (  Fig.  8  f).  

In  all  the  regions  throughout  the  year,  DWAV-CON1  performs  

the  worst.  This  is  expected  as  an  enhancement  factor  of  E  =  1  .  52  

overestimates  the  Langmuir  mixing  effects  in  most  cases,  especially  

in  winter.  However,  this  does  not  imply  that  La  t  =  0  .  3  everywhere  

is  a  bad  approximation.  In  fact,  La  t  =  0  .  3  is  a  reasonable  estimate  

for  most  regions  (See,  e.g.,  Belcher  et  al.,  2012  ).  Note  that  in  the  

Theory  Wave,  c  2  =  0  .  016  in  (23)  gives  La  t  ≈ 0.3.  It  is  ignoring  the  

Stokes  depth  effects  versus  the  boundary  layer  depth  by  scaling  the  

VKE  only  with  La  t  ,  as  well  as  misalignment,  that  contributes  to  the  

overestimation  of  the  Langmuir  mixing  effects.  

Simply  tuning  the  constant  enhancement  factor  to  a  smaller  

and  more  reasonable  value,  e.g.,  E  =  1  .  33  in  DWAV-CON2,  appears  

to  give  a  fair  approximation  to  the  Langmuir  mixing  effects,  except  

during  winter  (summer)  in  the  Northern  (Southern)  Hemisphere  

extratropical  regions,  when  E  =  1  .  33  appears  to  be  an  overestima-  

tion  (underestimation).  Comparing  DWAV-CON2  with  DWAV-CON1,  

an  increase  of  the  enhancement  factor  from  E  =  1  .  33  to  E  =  1  .  52  

roughly  deepens  the  winter  mean  MLD  in  the  extratropical  regions  

by  15  m  (  Fig.  8  a  and  e).  

The  relatively  poor  performance  in  DWAV-AL  confirms  the  im-  

portance  of  the  Stokes  depth  and  misaligned  wind  and  waves  ef-  

fects.  The  results  are  slightly  better  in  DWAV-RA13  (presumably  

due  to  better  simulated  surface  Stokes  drift)  suggesting  potential  

improvements  from  utilizing  a  higher  resolution  prognostic  wave  

model  with  better  wave  physics.  However,  DWAV-RA13  still  per-  

forms  significantly  worse  than  DWAV-FULL,  especially  in  the  extra-  

tropical  regions  in  winter,  which  suggests  that  the  improvements  

from  a  better  wave  model  are  limited  by  the  Langmuir  mixing  pa-  

rameterization.  Consistently,  TWAV  includes  only  the  barest  essen-  
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a  major  change  to  modeled  behavior,  but  distinctions  among  dif-  

ferent  Langmuir  treatments  are  comparatively  small.  However,  two  

groups  of  curves  distinguish  themselves,  color  versus  gray  in  Fig.  8  .  

The  consistency  among  WW3,  DWAV-FULL  and  TWAV  (col-  

ored  curves)  is  remarkable  when  compared  with  other  cases  (gray  

curves).  In  particular,  although  the  mean  MLD  biases  in  the  North-  

ern  Hemisphere  winter  are  increased  in  all  cases  as  compared  with  

CTRL,  the  three  colored  cases  are  clearly  less  biased  (  Fig.  8  a).  And  

more  importantly,  the  reductions  in  RMSE  are  only  found  in  the  

three  colored  cases  (  Fig.  8  b).  In  the  equatorial  regions,  the  three  

colored  cases  introduce  the  least  degradation,  though  DWAV-CON2  

and  DWAV-AL  seems  to  be  also  indistinguishable  from  the  colored  

cases  (  Fig.  8  c  and  d).  In  the  Southern  Hemisphere  extratropical  re-  

gions,  where  improvements  are  found  in  all  cases,  the  distinctions  

between  the  colored  cases  and  the  gray  cases  are  clear  in  both  the  

mean  biases  (  Fig.  8  e)  and  the  RMSE  reductions  (  Fig.  8  f).  

In  all  the  regions  throughout  the  year,  DWAV-CON1  performs  

the  worst.  This  is  expected  as  an  enhancement  factor  of  E  =  1  .  52  

overestimates  the  Langmuir  mixing  effects  in  most  cases,  especially  

in  winter.  However,  this  does  not  imply  that  La  t  =  0  .  3  everywhere  

is  a  bad  approximation.  In  fact,  La  t  =  0  .  3  is  a  reasonable  estimate  

for  most  regions  (See,  e.g.,  Belcher  et  al.,  2012  ).  Note  that  in  the  

Theory  Wave,  c  2  =  0  .  016  in  (23)  gives  La  t  ≈ 0.3.  It  is  ignoring  the  

Stokes  depth  effects  versus  the  boundary  layer  depth  by  scaling  the  

VKE  only  with  La  t  ,  as  well  as  misalignment,  that  contributes  to  the  

overestimation  of  the  Langmuir  mixing  effects.  

Simply  tuning  the  constant  enhancement  factor  to  a  smaller  

and  more  reasonable  value,  e.g.,  E  =  1  .  33  in  DWAV-CON2,  appears  

to  give  a  fair  approximation  to  the  Langmuir  mixing  effects,  except  

during  winter  (summer)  in  the  Northern  (Southern)  Hemisphere  

extratropical  regions,  when  E  =  1  .  33  appears  to  be  an  overestima-  

tion  (underestimation).  Comparing  DWAV-CON2  with  DWAV-CON1,  

an  increase  of  the  enhancement  factor  from  E  =  1  .  33  to  E  =  1  .  52  

roughly  deepens  the  winter  mean  MLD  in  the  extratropical  regions  

by  15  m  (  Fig.  8  a  and  e).  

The  relatively  poor  performance  in  DWAV-AL  confirms  the  im-  

portance  of  the  Stokes  depth  and  misaligned  wind  and  waves  ef-  

fects.  The  results  are  slightly  better  in  DWAV-RA13  (presumably  

due  to  better  simulated  surface  Stokes  drift)  suggesting  potential  

improvements  from  utilizing  a  higher  resolution  prognostic  wave  

model  with  better  wave  physics.  However,  DWAV-RA13  still  per-  

forms  significantly  worse  than  DWAV-FULL,  especially  in  the  extra-  

tropical  regions  in  winter,  which  suggests  that  the  improvements  

from  a  better  wave  model  are  limited  by  the  Langmuir  mixing  pa-  

rameterization.  Consistently,  TWAV  includes  only  the  barest  essen-  
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Wave coupling

• Wave component in CESM


• WW3


• A “theory wave” option in the “data wave” mode (DWAV)


• An estimate of the Stokes drift profile -> Langmuir number & Langmuir 
enhancement factor for Langmuir mixing parameterizations


• Other wave parameters? 


• Wave coupling interface 


• Wave statistics passed to the coupler
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Wave statistics

• Stokes drift (e.g., surface Stokes drift partitions)


• Momentum fluxes, energy fluxes, breaking waves, etc


• COWCLIP wave statistics — (significant wave height, mean wave period, 
mean wave direction, swell wave height)


• COWCLIP standard: diagnosed offline from 6-hourly output


• mean, maximum, 10th, 50th, 90th, 95th, 99th percentiles (monthly, seasonal 
and annual)


• CESM standard output from the coupler, but keep the option to turn on the 
WW3 output in the native format
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Moving forward

• Langmuir turbulence parameterization in MOM6 via CVMix


• The “theory wave” as an option in the “data wave” mode (DWAV)


• Update WW3 to the latest version, wave grid


• Wave coupling interface: 


• Wave variables for parameterizations (e.g., Langmuir turbulence, wave-ice 
interactions)


• Wave statistics for wave climate analysis (e.g., COWCLIP)
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