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Abstract12

We assess Antarctic sea ice climatology and variability in the CESM2, and compare it13

to that in the CESM1 and (where appropriate) real-world observations. In the CESM2,14

Antarctic sea ice is thinner and less extensive than in the CESM1, though sea ice area15

(SIA) is still approximately 1 million km2 greater in the CESM2 than in observations.16

Though there is less Antarctic sea ice in the CESM2, the annual cycle of ice growth and17

melt is more vigorous in the CESM2 than in the CESM1. A new mushy-layer thermo-18

dynamics formulation implemented in the latest version of CICE in the CESM2 partially19

accounts for both greater frazil ice formation in coastal polyñyas and more snow-to-ice20

conversion near the edge of the ice pack in the new model. Basal melt, coastal ice di-21

vergence, and frazil growth are also more substantial in the CESM2 than the CESM122

due to a confluence of atmospheric and oceanic processes. In the CESM2, monthly SIA23

is less variable, annual mean SIA is less persistent, and monthly SIA is less predictable24

than in the CESM1. Upper ocean temperatures under the seasonal ice pack do confer25

some interannual predictability to Antarctic September SIA, though the relationship is26

weaker in the CESM2 than the CESM1. On the other hand, variability in upper ocean27

temperatures equatorward of the ice edge appear to follow, rather than lead, SIA vari-28

ability in both models, suggesting that the state of the open Southern Ocean may be a29

poor predictor of ice evolution.30

Plain Language Summary31

Sea ice is a central part of the Antarctic climate system, and Earth system mod-32

els are an indispensable tool for studying the climate of the Antarctic. Advances in mod-33

elling are essential for understanding and projecting future changes in the region as the34

globe warms. Here, we describe Antarctic sea ice climatology in the state-of-the-art Com-35

munity Earth System Model, version 2 (CESM2). The CESM2 incorporates several mod-36

elling advances which collectively improve representation of Antarctic climate compared37

to previous model versions. Among these is a ’mushy layer’ treatment of sea ice, where38

the ice is modelled as a mixture of solid ice and salty water. Modeling sea ice as a mushy39

layer changes the way that Antarctic sea ice grows in the CESM2, in a manner more closely40

resembling how Antarctic sea ice has been observed to grow in the real world. Antarc-41

tic sea ice area in the CESM2 also more closely matches observed sea ice area, due pri-42

marily to differences in atmospheric winds and ocean heating. In conjunction with ob-43
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servations and other state-of-the-art global climate models, the CESM2 will be an im-44

portant tool for furthering understanding of Antarctic climate at present and in the fu-45

ture.46

1 Introduction47

Sea ice is a fundamental, dynamic component of the Antarctic climate system. Antarc-48

tic sea ice undergoes extraordinary expansion and retreat over the seasons: ice area ex-49

pands from a mere 2 million km2 at its end-of-summer minimum to nearly 15 million km2
50

at its spring maximum, an expansion nearly twice the area of the Antarctic continent51

itself (Gordon, 1981; Parkinson & Cavalieri, 2012). This massive seasonal growth and52

retreat of ice area impacts nearly every aspect of the Antarctic system, from atmospheric53

stability and ocean dynamics, to ice sheet mass balance and biological productivity.54

The presence of sea ice strongly attenuates (turbulent and radiative) heat and mo-55

mentum conveyance between the atmosphere and ocean (Eicken, 2003), and the state56

of the lower troposphere in the high latitudes, including cloudiness, boundary layer depth,57

and stability, varies substantially with sea ice cover (see, e.g., Wall et al., 2017). Sea ice58

melt and growth impact ocean hydrography through freshwater capping and brine re-59

jection, respectively (Pellichero et al., 2017); brine rejection plays a crucial role in cre-60

ating high-density shelf waters off the Antarctic coast that form Antarctic Bottom Wa-61

ter, the coldest and densest water in the world oceans (Goosse et al., 1997; Ohshima et62

al., 2013). Dynamic calving from marine ice shelves, which flow from the Antarctic ice63

sheet, may be thwarted by the presence of sea ice cover or hastened by its absence (Massom64

et al., 2018). The Southern Ocean food web, essential for global food security, depends65

on the seasonal cycle of sea ice, with several keystone species relying on sea ice cover over66

the course of their developmental cycles (Garrison & Buck, 1989). The Antarctic climate67

system, both present and future, cannot be understood in full without a reasonable reck-68

oning of the sea ice and its seasonality.69

Antarctic sea ice differs in many respects from Arctic sea ice. The magnitude of70

the seasonal cycle over the Arctic is smaller than that over the Antarctic, with multi-71

year ice dominating much of Arctic icepack volume historically. Antarctic sea ice is thin-72

ner and more extensive (particularly in winter), while Arctic sea ice is thicker and more73

contained in area (Rothrock et al., 1999; Worby et al., 2008), as the Arctic basin is nearly74
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landlocked by the North American and Eurasian continents. As Antarctic sea ice extends75

further equatorward than Arctic sea ice, it is more exposed to fluctuations in the sur-76

face westerly wind maximum, and its variability is closely tied to the Southern Annu-77

lar Mode (SAM; Kwok & Comiso, 2002; Simpkins et al., 2012; Raphael & Hobbs, 2014;78

M. Holland et al., 2017) and related Amundsen Sea Low (M. Holland et al., 2018). Mech-79

anisms of ice growth and melt also differ between the two hemispheres. Much Antarc-80

tic sea ice growth occurs in polyñyas off the coast, as downslope (katabatic) winds flow81

from the high-elevation ice sheet to open coastal waters, driving frazil ice formation (Maqueda82

et al., 2004; Tamura et al., 2008). Snow falling over the ice pack also thickens Antarc-83

tic ice more so than Arctic ice, as snow weight lowers the freeboard below the sea sur-84

face, initiating snow-to-ice conversion (Eicken et al., 1995; Massom et al., 2001; Maksym85

& Markus, 2008). In spring and summer, Antarctic sea ice melts from its base as it re-86

treats to its end-of-summer minimum, while Arctic ice melts at both top and bottom faces87

nearly equally (Perovich et al., 2014). Such differences between the hemispheres indi-88

cate that Antarctic sea ice must be understood as a component in a unique coupled sys-89

tem, distinct from that of the Arctic.90

Antarctic sea ice has also responded very differently to a warming climate than Arc-91

tic sea ice. While Arctic sea ice has retreated significantly in response to anthropogenic92

greenhouse gas forcing, Antarctic sea ice underwent a modest expansion from 1979 to93

2015. This paradoxical expansion of Antarctic sea ice area, occurring concurrently with94

increasing global mean surface temperatures and rapid retreat of Arctic sea ice, was ini-95

tially attributed to stratospheric ozone loss over the Antarctic (J. Turner et al., 2009),96

or to an increase in freshwater fluxes into the Southern Ocean (due to ice shelf melt, for97

example; see Bintanja et al., 2013). Later studies suggested that neither the Antarctic98

ozone hole and associated positive SAM trend (Sigmond & Fyfe, 2010; Bitz & Polvani,99

2012) nor observed changes in freshwater forcing (Swart & Fyfe, 2013; Pauling et al., 2016)100

were sufficient to explain Antarctic ice area expansion. Natural variability in sea ice area,101

either driven by variability in Southern Ocean temperatures (Singh et al., 2019), vari-102

ability in Southern Ocean deep convection (Zhang et al., 2019), or variability in the trop-103

ics (Meehl et al., 2016), appears to be the simplest explanation for Antarctic sea ice area104

expansion over the satellite era. While Arctic sea ice area has experienced fluctuations105

due to natural variability over the satellite era (Swart et al., 2015), natural variability106

may play a greater role in Antarctic sea ice evolution because the response to greenhouse107
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gas forcing, both transient and equilibrium, is weaker in the Antarctic than the Arctic108

(Armour et al., 2016; Singh et al., 2018).109

Changes in Antarctic sea ice impact not only the climate local to the Antarctic,110

but also climate elsewhere. Idealized atmospheric dynamical core experiments suggest111

that lower tropospheric heating in the high latitudes, similar to that resulting from sea112

ice loss, tends to push the eddy-driven jet and storm-track equatorward (McGraw & Barnes,113

2016). Experiments which isolate the global climate response to (projected) late 21st cen-114

tury Arctic sea ice loss indicate a range of far-reaching impacts, including equatorward115

jet shifts in both hemispheres, a northward shift in the Intertropical Convergence Zone,116

and greater extratropical precipitation in both hemispheres (in a fully-coupled model;117

see Deser et al., 2015; Blackport & Kushner, 2017; Smith et al., 2017). Similar exper-118

iments performed to isolate the global climate response to Antarctic sea ice loss suggest119

a similar slew of remote responses, albeit weaker than the response to Arctic sea ice loss120

(England et al., 2018).121

Though the local and global climate impacts of Antarctic sea ice are substantial,122

the study of Antarctic sea ice is hampered by the difficulty of obtaining in situ obser-123

vations from remote regions with extreme climatic conditions. As such, global climate124

models employing sophisticated sea ice components, in which ice evolution is treated both125

thermodynamically and dynamically, are indispensable tools for study of the Antarctic126

climate system and its future fate.127

Here, we present an overview of Antarctic sea ice seasonal climatology (including128

growth and melt processes), persistence, and predictability in a newly-developed, state-129

of-the-art global climate model, version 2 of the Community Earth System Model (CESM2;130

see Danabasoglu et al., 2019). The sea ice model in the CESM2 is CICE5 (Hunke et al.,131

2015; Bailey et al., 2020, submitted), which employs a mushy-layer thermodynamics scheme132

(Feltham et al., 2006; A. Turner & Hunke, 2015), supplanting the constant salinity scheme133

used in earlier versions of the model (Bitz & Lipscomb, 1999, hereafter BL99). Incor-134

porating prognostic salinity has been shown to improve representation of sea ice growth,135

melt, the ice thickness distribution, and ocean-ice interactions in both hemispheres in136

models (Vancoppenolle et al., 2009; A. Turner & Hunke, 2015), making it a significant137

advance in sea ice modelling.138
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In our analysis, we compare and contrast Antarctic sea ice pre-industrial climatol-139

ogy in the CESM2 to that in the older CESM1, and, where possible, present-day obser-140

vations. We first evaluate how differing Antarctic sea ice seasonal climatologies in the141

CESM2 and CESM1 are likely due, in some respects, to differences in their thermody-142

namics treatments, or, in other respects, to differences in their coupled atmosphere and143

ocean counterparts (section §3.1). We then evaluate differences in sea ice persistence and144

predictability between the CESM2 and the CESM1 (section §3.2). Finally, we consider145

thermodynamic coupling between the sea ice and ocean, and the extent to which ocean146

temperature anomalies may be useful for predicting Antarctic sea ice area in future months147

(section §3.3). We conclude by discussing several promising future research directions148

in the coupled evolution of Antarctic sea ice highlighted by our analysis (§4).149

2 Methodology150

The state-of-the-art version 2 of the Community Earth System Model (CESM2)151

is described in detail in Danabasoglu et al. (2019). All model components have been up-152

dated extensively, incorporating cutting-edge physics essential to accurate simulation of153

the Earth system. The atmosphere component of the CESM2, CAM6 (Bogenschutz et154

al., 2018), incorporates several parameterization advances, including a new unified at-155

mospheric convection scheme (CLUBB; see Guo et al., 2015; Larson, 2017), updated cloud156

microphysics (Gettelman & Morrison, 2015; Gettelman et al., 2015), aerosol impacts on157

cloud formation (i.e. the aerosol indirect effect; see Hoose et al., 2010; Wang et al., 2014;158

Shi et al., 2015), and more sophisticated treatments of orographic drag (Scinocca & Mc-159

Farlane, 2000; Beljaars et al., 2004). Other model components, including the land, ocean,160

and coupler, have also been updated (Danabasoglu et al., 2019).161

The new CICE5 is described in depth by Hunke et al. (2015) and Bailey et al. (2020,162

submitted). The most significant advance in the new model is in the treatment of sea163

ice as a mushy layer, an amalgam of solid ice interspersed with microscopic pockets of164

brine (Feltham et al., 2006; A. Turner & Hunke, 2015). In this case, the enthalpy of the165

ice, q, is a weighted average of the enthalpy of the ice, qi, and the enthalpy of the brine,166

qbr:167

q = (1− φ)qi + φqbr , (1)
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where φ is the fraction of the sea ice mush made up of liquid brine. The enthalpy of the168

ice evolves according to169

∂q

∂t
=

∂

∂z

(
K
∂T

∂z

)
+ w

∂qbr
∂z

+ F , (2)

where T is the temperature of the mush, K is the vertical conductivity, w is the Darcy170

velocity of the brine (used for parameterizing rapid and slow modes of gravity-driven brine171

drainage; see A. Turner et al., 2013), and F represents the external energy flux to the172

ice (from atmosphere or ocean). The (bulk) salinity of the ice (S = φSbr) is a prognos-173

tic variable, and is computed as174

∂(φSbr)

∂t
= w

∂Sbr

∂z
+G , (3)

where G is a source term. Inclusion of prognostic salinity into ice thermodynamics re-175

quires modifications in the calculation of the ice thermal conductivity, basal growth rate,176

frazil growth rate, rate of snow-to-ice conversion, and melt pond flushing (see A. Turner177

& Hunke, 2015). Compared to constant-salinity sea ice thermodynamics (see Bitz & Lip-178

scomb, 1999), mushy layer thermodynamics augments both frazil and snow-to-ice growth:179

ice growth over open water occurs more readily with less heat loss to the atmosphere,180

as new ice is represented as an amalgam of solid ice and brine; and conversion of snow181

to ice is greater, as the thickness of the newly formed ice is reckoned to be that of the182

seawater-flooded snow, not compacted snow (A. Turner & Hunke, 2015).183

Antarctic sea ice seasonal climatology and variability in the CESM2 are evaluated184

over the final 600 years of a 1100-year preindustrial run, where the atmospheric CO2 con-185

centration is fixed at 280 ppm and all other atmospheric constituents are held at prein-186

dustrial levels (see Danabasoglu et al., 2019). Sea ice seasonal climatology and variabil-187

ity in the CESM2 is compared to that over years 1100 to 1700 of the CESM1 Large En-188

semble preindustrial run (Kay et al., 2015).189

It is not necessarily appropriate (or useful) to compare the CESM2 and CESM1190

pre-industrial control experiments directly with observations over the satellite era, as present-191

day sea ice conditions have been subject to a variety of modern-day forcings, including192

greenhouse gases and stratospheric ozone depletion over the South pole, which were not193

present in the pre-industrial climate. However, where reasonable, we compare Antarc-194

tic sea ice climatologies from the CESM2 and CESM1 preindustrial experiments with195

observations of Antarctic sea ice area from 1979 to 2018, collected through passive mi-196
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crowave satellite retrieval and processed through NASA Team and Bootstrap algorithms197

(Cavalieri et al., 1996, updated yearly, 1999; Comiso & Nishio, 2008).198

3 Results199

3.1 The Seasonal Cycle200

We begin by comparing the seasonal cycle in monthly mean Antarctic sea ice area201

in the CESM2, CESM1, and satellite observations from 1979 to 2018 (Fig 1). Antarc-202

tic sea ice has a substantial seasonal cycle: sea ice cover expands to an area double that203

of the Antarctic continent every winter, but melts away nearly to the coast by the end204

of summer (Gordon, 1981). Overall, both models agree on the phasing of the sea ice sea-205

sonal cycle, and closely follow that of the satellite era observations. In both models and206

in observations, Antarctic sea ice area is minimal in February and maximal in Septem-207

ber (Fig 1a). The sea ice growth season extends from March through August, while the208

melt season is from October through January; sea ice growth and melt, however, do oc-209

cur year-round regionally in both the CESM2 and CESM1, as we describe further be-210

low.211

The CESM2 has significantly less Antarctic sea ice area than the CESM1 year-round:212

September sea ice area is approximately 1.5 million km2 lower in the CESM2 (15.9 mil-213

lion km2 in the CESM2 compared to 17.4 million km2 in the CESM1), while February214

sea ice area is approximately 1.0 million km2 lower (2.7 million km2 in the CESM2 ver-215

sus 3.7 million km2 in the CESM1). Though the CESM2 has considerably less sea ice216

area than the CESM1, sea ice area observed over the satellite era (1979 to 2018) is still217

approximately a half a million to a million km2 less than that in the CESM2 in the an-218

nual mean (Fig 1a, compare solid and dashed blue lines and with solid black line; Antarc-219

tic sea ice area in the NASA Team-processed satellite observations are approximately220

0.4 million km2 less than that in the CESM2 in the annual mean, while ice area in the221

Bootstrap-processed observations are approximately 1.0 million km2 less than that in222

the CESM2 in the annual mean). Greater sea ice area in the CESM2 relative to satel-223

lite era observations may either reflect systematic biases in the CESM2, or reflect the224

very different forcings present over the late 20th and early 21st centuries, compared to225

those imposed in the CESM2 pre-industrial experiment. Indeed, historical CESM2 runs226
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evince much closer agreement between modelled sea ice area and observations (DuVivier227

et al., 2019, submitted).228

We compare interannual variability in the sea ice seasonal cycle between the CESM2,229

CESM1, and satellite-era observations by comparing their standard deviations in monthly230

sea ice area (Fig 1b). In general, the CESM2 has less variability in monthly sea ice area231

than the CESM1, particularly from April to November, encompassing the mid- to late-232

growth season and early melt season (Fig 1b, compare solid and dotted black lines). We233

further assess the variability in monthly mean sea ice area in the two models by com-234

puting the monthly sea ice area standard deviation in the models using all contiguous235

40-year segments sampled from each pre-industrial control experiment, and comparing236

the envelope of these standard deviations (Fig 1b, yellow and grey shaded regions show237

the standard deviation range in the CESM2 and CESM1, respectively) to the monthly238

standard deviations in sea ice area from the last 39 years of the observations (Fig 1b,239

solid blue line). Over much of the seasonal cycle, the monthly sea ice area standard de-240

viation in the observations falls within (or nearly within) the range of that in both mod-241

els. However, the variability in the observations substantially exceeds that in both mod-242

els in the middle of the melt season (November and December; compare shaded yellow243

and grey regions to blue line in Fig 1b), suggesting that both models may have too lit-244

tle interannual variability in the hemispheric total sea ice area at this time of year.245

In Figure 2, we compare sea ice area and extent between the CESM2 and CESM1,246

focusing on the annual mean, summer (December, January, and February average; DJF),247

and winter (June, July, and August average; JJA). Reduced sea ice area and extent in248

the CESM2, relative to the CESM1, is evident over most sectors and seasons around the249

continent, particularly the Ross Sea, Weddell Sea, and south Indian Ocean; only the Amundsen-250

Bellinghausen sector shows slightly greater sea ice extent in the CESM2 compared to the251

CESM1, especially in winter (JJA; compare Figs 2e, f). In summer (DJF), decreased sea252

ice area and extent in the CESM2 is evident around the whole continent, as the sea ice253

edge retreats substantially further towards the Antarctic coast in the CESM2 compared254

to the CESM1 (Figs 2c, d).255

Differences between the CESM2 and CESM1 are also evident in the interannual256

variability of the location of the ice edge (Fig 2, dashed red lines). In both the CESM2257

and CESM1, interannual variability in the ice edge is greatest over the West Antarctic258
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sectors, particularly the Weddell and Amundsen-Bellinghausen Seas in summer (Figs 2c,259

d) and winter (Figs 2e, f). In summer, substantial interannual variability in the sea ice260

edge is also present over the South Indian sector of the East Antarctic in the CESM1,261

but not the CESM2.262

In addition to having reduced area and extent, Antarctic sea ice is also thinner in263

the CESM2 than the CESM1 (Fig 3, colors). Because sea ice is thinner and less exten-264

sive in the CESM2, there is less ice volume in the CESM2 (13.8×103 km3 in the CESM2265

compared to 14.6×103 km3 in the CESM1). There is also notable regional heterogene-266

ity in sea ice thickness, which also differs between the two models. In both models, sea267

ice is thinnest over the East Antarctic sectors, and thickest over the West Antarctic: ice268

is thickest in the Amundsen, Bellinghausen, and Ross seas in the CESM1 (Fig 3a), and269

in the Amundsen and western Weddell seas in the CESM2 (Fig 3b). In the CESM1, sea270

ice remains thick over the Amundsen-Bellinghausen sector in summer (Fig 3c), and also271

thickens over the Ross and Weddell sectors in winter (Fig 3e). In the CESM2, on the272

other hand, ice remains thick over the Amundsen and eastern Weddell Seas in summer273

(Fig 3d), and also thickens over the Bellinghausen, western Weddell, and Ross Seas in274

winter (Fig 3f). Thick ice also hugs much of the Antarctic coast in the CESM2, even in275

summer (Fig 3d). These regions of thicker coastal sea ice (reminiscent of land-fast sea276

ice) are particularly evident over the East Antarctic in the CESM2, but are notably ab-277

sent in the CESM1 (compare Fig 3b and a).278

Thinner sea ice in the CESM2 also corresponds to warmer surface temperatures279

over the ice pack (compare the 260K isotherm in Figs 3a and b). In summer, a substan-280

tial portion of the ice pack in the CESM2 reaches the melting temperature: the 270K281

isotherm follows the Antarctic coast over nearly all sectors (except the Weddell; see Fig282

3d). In the CESM1, on the other hand, the 270K isotherm is distant from the coast, par-283

ticularly over West Antarctic sectors (Fig 3c), indicating that much of the ice pack over284

this region never reaches the melting temperature at the surface. In winter, surface tem-285

peratures are also greater in the CESM2 than the CESM1 (compare Figs 3f and e), as286

thinner sea ice has a greater equilibrium radiative temperature at its top surface than287

thicker ice, all other factors being equal (see Thorndike, 1992; Leppäranta, 1993).288

The seasonal cycle of hemispheric total ice growth and melt also differs substan-289

tially between the CESM2 and the CESM1. In general, the rates of ice growth and melt290
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are larger in the CESM2 than the CESM1 (Fig 4, compare solid and dotted lines), sug-291

gesting that the sea ice annual cycle is more intense in the CESM2 than the CESM1.292

In both models, ice grows most rapidly during the growth season (March through Au-293

gust) and melts most rapidly during the melt season (October through January); how-294

ever, ice growth also occurs during the melt season, and ice melt also occurs during the295

growth season, albeit at lower rates. The rate of sea ice growth in the CESM2 exceeds296

the rate of sea ice growth in the CESM1 year-round by up to 50%, with the largest dif-297

ferences between the two models occurring in the late growth season and early melt sea-298

son (August to November; see Fig 4a). The rate of sea ice melt is also greater in the CESM2299

over the growth season and the early melt season (April through November); however,300

the rate of ice melt in the CESM1 exceeds that in the CESM2 in the late melt season301

(January and February; Fig 4b), possibly because there is substantially more sea ice avail-302

able to melt in the CESM1 than in the CESM2 at this point in time.303

As described earlier in §2, the most significant difference between the sea ice for-304

mulations in the CICE5 (in the CESM2) versus the CICE4 (in the CESM1) is the mushy-305

layer thermodynamics in the former, which has supplanted the BL99 thermodynamics306

in the latter. However, neither the thinner ice pack nor the less extensive sea ice area307

in the CESM2, compared to the CESM1, is directly attributable to differences in the sea308

ice formulation; comparative studies of both thermodynamic formulations employed in309

the same sea ice model, with all other model components being identical, suggest that310

the mushy-layer formulation tends to thicken sea ice and increase the extent of the ice311

pack (A. Turner & Hunke, 2015; Bailey et al., 2020, submitted), which is opposite the312

differences we find between the CESM2 and CESM1. In the following sections, we fur-313

ther explore how differences in sea ice growth and melt, partly attributable to these dif-314

ferent formulations of sea ice thermodynamics, interact with different atmospheric and315

oceanic factors in these two models to produce the distinct Antarctic sea ice climatolo-316

gies reported here.317

3.1.1 Sea Ice Growth318

We now consider differences between sea ice growth in the CESM2 versus CESM1319

in greater detail. The CICE model simulates three types of sea ice growth (Hunke & Lip-320

scomb, 2008): frazil (open-water) growth, where sea ice forms over open water as ocean321

mixed layer temperatures drop below the freezing point; basal (congelation) growth, where322
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sea ice growth at the bottom surface of the ice is driven by conductive fluxes through323

the ice; and snow-to-ice growth, where snow is converted to ice when the weight of over-324

lying snow depresses the top surface of the ice below the sea surface. Total sea ice growth,325

dh/dtgrowth, is due to the sum of basal, frazil, and snow-to-ice growth components:326 (
dh

dt

)
growth

=

(
dh

dt

)
basal

+

(
dh

dt

)
frazil

+

(
dh

dt

)
snow

. (4)

Figure 5 shows the relative contributions of frazil, basal, and snow-to-ice terms in327

monthly mean sea ice growth in the CESM2 and the CESM1. While basal growth is weaker328

in the CESM2 than the CESM1, frazil and snow-to-ice growth are more vigorous. Greater329

snow-to-ice and frazil growth, and decreased basal growth, are also found when mushy-330

layer thermodynamics replaces BL99 in the CICE5 within the fully-coupled CESM2 (Bailey331

et al., 2020, submitted), suggesting that differences between the CESM2 and CESM1 in332

the relative contributions of these sea ice growth terms can be attributed at least in part333

to their different thermodynamic formulations (mushy-layer in the CESM2/CICE5 ver-334

sus BL99 in the CESM1/CICE4).335

We now examine each of these sea ice growth terms in further detail. The frazil (open-336

water) sea ice growth rate is approximately twice as large in the CESM2 as in the CESM1337

(Fig 5, compare solid and dotted teal lines), and the peak in frazil ice formation occurs338

slightly later in the growth season in the CESM2 (April in the CESM1 versus May in339

the CESM2). Greater frazil growth is facilitated by mushy-layer thermodynamics, as a340

brine-ice slurry can be formed with less latent heat exchange, compared to that required341

when ice salinity is assumed constant (A. Turner & Hunke, 2015). The spatial distribu-342

tion of frazil sea ice growth also differs between the CESM2 and the CESM1 (compare343

Figs 6a, d, g with Figs 7a, d, g). While frazil growth can occur within the ice pack it-344

self, particularly early in the season when the sea ice fraction is lower (see Figs 6a, 7a),345

most frazil growth occurs near the Antarctic coast in both models. However, coastal frazil346

growth is at least two to four times more vigorous in the CESM2 than the CESM1 through-347

out the growth season, especially over West Antarctic sectors.348

Greater coastal frazil growth in the CESM2 is especially significant in light of in349

situ observations of Antarctic sea ice formation in winter, which document vigorous ice350

growth occurring within coastal polyñyas (Tamura et al., 2008). Such coastal latent heat351

polyñyas are driven by katabatic (down-slope) winds off the Antarctic continent, which352

elicit large turbulent fluxes from the ocean mixed layer, and advect newly-formed sea353

–12–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

ice away from the coast to expose more open water for further open-water sea ice growth354

(reviewed by Maqueda et al., 2004). Furthermore, buoyancy loss in these coastal polyñyas,355

through both surface heat loss and brine rejection from newly-formed sea ice, supports356

formation of Antarctic Bottom Water (AABW), the most dense water in the world ocean357

(Goosse et al., 1997; Ohshima et al., 2013). More vigorous frazil ice formation in coastal358

polyñyas in the CESM2 relative to the CESM1 hints at differences in AABW formation359

between the two models, and further exploration of such differences is warranted (but360

beyond the scope of the present study).361

In both models, basal (congelation) growth is the largest contributor to sea ice thick-362

ening over much of the growth season. The basal growth rate is approximately 25% smaller363

in the CESM2 than the CESM1 throughout the growth season (Fig 5, compare solid and364

dotted turquoise lines), and the peak in basal growth is approximately one month later365

in the CESM1 than the CESM2 (June in the CESM1 versus May in the CESM2). The366

spatial distribution of basal growth is similar in both models: greatest near the Antarc-367

tic coast, particularly over the East Antarctic sectors, and smallest near the ice edge (Figs368

6b, e, h and Figs 7b, e, h). Basal growth is comparable in magnitude between both mod-369

els at the beginning of the growth season (compare Fig 6b with Fig 7b), but declines much370

more in the mid- and late- growth season in the CESM2 than the CESM1 (compare Figs371

6e, h with Figs 7e, h). As we show later in §3.1.3, decreased basal growth in the CESM2372

is likely due to greater ocean heat convergence under the ice pack in this model, com-373

pared to the CESM1.374

As basal growth declines in the mid- to late- growth season in both models, snow-375

to-ice growth increases, peaking at the ice area maximum in September, and persisting376

through the early melt season (Fig 5, purple lines). Observations of sea ice growth in the377

Antarctic suggest that snow-to-ice growth is particularly important in this hemisphere378

(Jeffries et al., 2001; Maksym & Markus, 2008): the Antarctic ice pack is thinner than379

that of the Arctic, and snowfall is more plentiful because of the adjacent storm track,380

making snow-to-ice growth an important component of the sea ice budget (Eicken, 2003).381

Antarctic snow-to-ice growth is nearly twice as large in the CESM2 relative to the CESM1,382

and the greater ice growth rate in the CESM2 in the mid- to late- growth season and383

early melt season is entirely attributable to this term (recall Fig 4a). Unlike basal and384

frazil growth, which occur at the coast and at the center of the ice pack, snow-to-ice growth385
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occurs near the edge of the ice pack in both models (compare Figs 6c, f, i to Figs 7c, f,386

i).387

Significantly greater snow-to-ice growth in the CESM2 is due, in part, to mushy-388

layer thermodynamics: because the mushy-layer formulation allows prognostic salinity389

within the ice, seawater flooding of snow layers is permitted as the weight of snow de-390

presses ice below the water line, and the resulting ice growth is assessed to be the full391

depth of the flooded snow (i.e. snow plus brine; see A. Turner & Hunke, 2015). In the392

BL99 formulation, on the other hand, snow-to-ice growth is weaker because it is assumed393

that snow must be compressed to produce ice, thereby decreasing the thickness of ice394

that can be formed from the same quantity of snow. Thinner ice in the CESM2 also per-395

mits greater snow-to-ice growth, as less snow is required to depress the surface of the ice396

below the water line (recall Fig 3).397

Furthermore, as shown in Figure 8, greater snow-to-ice growth in the CESM2 also398

occurs because of greater snowfall year-round over the ice pack. While there is greater399

snowfall equatorward of the ice edge in winter and spring in the CESM1 (Fig 8, brown400

colors north of the ice edge), there is greater snowfall poleward of the ice edge year-round401

in the CESM2 (green colors south of the ice edge). The latter increase permits more snow402

accumulation near the edge of the ice pack in the CESM2, and this snow is more read-403

ily converted to ice. Indeed, there is less snow depth over sea ice in the CESM2 than the404

CESM1 (not shown) though snowfall is greater, indicating more ready snow-to-ice for-405

mation in the former than in the latter.406

We now consider relationships between frazil, basal, and snow-to-ice growth terms,407

as evaluated from lead-lag correlations between the area-integrated monthly mean value408

of each term with every other term (as shown in Fig 9). We find many similarities, but409

also significant differences, between these relationships in the CESM2 compared to the410

CESM1, suggesting that mechanisms driving interannual variability in sea ice growth411

(and, therefore, ice area, extent, and volume) likely differ between the two models.412

We begin with the relationship between basal and frazil growth, which differs markedly413

between the two models (compare Figs 9a and b). In the CESM1, greater frazil growth414

over the growth season (February through September) is strongly correlated with greater415

basal growth over concurrent and subsequent months (Fig 9a, red region). Conditions416

that favor frazil growth (such as strong upward turbulent and net radiative fluxes from417
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surface to atmosphere) also favor basal growth, so the close correspondence between these418

two growth terms at zero lead-lag (i.e. concurrently) is unsurprising. Furthermore, frazil419

growth earlier in the season may be necessary for subsequent basal growth later in the420

season, as frazil growth provides a ‘platform’ of thin ice on which basal growth can com-421

mence. While these reasonable relationships between frazil and basal growth are clearly422

evident in the CESM1, they are nearly absent in the CESM2 (compare Figs 9a and b).423

This may be due to weak basal growth in the CESM2, relative to the CESM1, which dis-424

rupts these expected correlations between frazil and basal growth terms. Further study425

of these growth relationships in both models is warranted.426

The relationships between basal and snow-to-ice growth are more qualitatively sim-427

ilar between the two models, though some differences are evident (compare Figs 9c and428

d). In both the CESM2 and CESM1, vigorous basal growth early in the growth season429

leads vigorous snow-to-ice growth later in the season (red regions in Figs 9c and d), likely430

because basal growth creates a base of ice on which snow can accumulate, facilitating431

snow-to-ice conversion. This relationship persists to the end of the growth season and432

the early melt season (through November) in the CESM1, but tapers away in the late433

growth season (through August) in the CESM2. While basal growth promotes subse-434

quent snow-to-ice growth in both models, vigorous snow-to-ice growth in the mid- and435

late- growth season tends to inhibit concurrent and subsequent basal growth in both mod-436

els (Figs 9c and d, blue regions). Snow-to-ice growth depends on snow cover, which in-437

sulates the top surface of the sea ice, thereby stymieing basal growth by decreasing the438

conductive flux through the ice (Powell et al., 2005). Furthermore, snow-to-ice growth439

will thicken the ice, which will also reduce the conductive flux through the ice and slow440

basal growth (Maykut & Untersteiner, 1971; Thorndike, 1992). Though the negative cor-441

relation between late-season snow-to-ice conversion and subsequent basal growth is present442

in both models, the relationship tapers away more rapidly in the CESM2 than the CESM1443

(by September in the CESM2, but persisting through December in the CESM1).444

The relationships between frazil growth and snow-to-ice growth are also qualita-445

tively similar between the two models (Figs 9e, f). In both, greater frazil ice formation446

early in the growth season (February to April) tends to lead greater snow-to-ice growth447

later in the season (red regions in Figs 9e, f), though the relationship wanes more rapidly448

with lead time in the CESM2 than the CESM1. Later in the growth season, however,449

greater frazil ice formation is linked to less concurrent snow-to-ice growth (blue regions450
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near the dashed grey line in Figs 9e, f). Significant frazil growth later in the growth sea-451

son may be an indicator of a sluggish growth season, implying a more limited base on452

which snow-to-ice conversion can occur. This latter relationship is conjectural, and more453

exploration of this point may be warranted.454

3.1.2 Sea Ice Melt455

While sea ice growth differs substantively between the CESM2 and the CESM1,456

sea ice melt is more qualitatively similar (Fig 10). The CICE model simulates three types457

of sea ice melt: basal (occurring at the bottom of the ice), lateral (occurring on the lat-458

eral edge of the ice), and top (occurring at the top face of the ice). Melt is greatest dur-459

ing the melt season, but substantial melt also occurs during the growth season (recall460

Fig 4). In both models, more than 95% of melt year-round occurs through basal melt461

(Fig 10, orange lines), with much smaller contributions from lateral and top melt dur-462

ing the mid- to late- melt season (November through February; red and goldenrod lines463

in Fig 10). This distribution of terms differs substantially from the melt budget in the464

Arctic, where top melt plays a much larger role (Andreas & Ackley, 1982).465

In the CESM2, basal melt is greater than that in the CESM1 over much of the year,466

including over the growth season and the early melt season (March through November).467

Greater basal melt in the CESM2 is consistent with mushy-layer thermodynamics in this468

model, as the melt pond flushing and gravity drainage formulations promote more vig-469

orous basal melt (A. Turner & Hunke, 2015; Bailey et al., 2020, submitted). However,470

basal melt in the CESM1 exceeds that in the CESM2 in the mid- to late- melt season471

(January and February), which may occur because there is significantly more ice remain-472

ing to melt in the CESM1 than the CESM2 at this point in time.473

3.1.3 Dynamics and Thermodynamics474

We now consider the interplay between the thermodynamics of ice growth and melt,475

described in the previous sections, and the dynamics of the coupled atmosphere and ocean.476

We begin by assessing the spatial pattern of changes in sea ice volume with time (i.e. the477

ice volume tendency), which is due to the sum of thermodynamic and dynamic terms:478

dV

dt
=

(
dV

dt

)
thermodynamics

+

(
dV

dt

)
dynamics

, (5)
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where the thermodynamic contribution to ice volume change, dV/dtthermodynamics, is due479

to the growth (frazil, basal, and snow-to-ice) and melt (basal, lateral, and top) processes480

described previously; and the dynamic contribution, dV/dtdynamics = −∇ · (~v V ), is481

due to advection by the local ice pack velocity ~v (Hunke & Lipscomb, 2008).482

In Figure 11, we show the thermodynamic and dynamic contributions to the ice483

volume tendency in the CESM2 and the CESM1 over selected months spanning the sea-484

sonal cycle (December, February, June, and September). Overall, both models generally485

agree qualitatively regarding these thermodynamic and dynamic contributions to ice vol-486

ume change, though important differences do exist, as we describe further below. Over487

the melt season (December and February; Figs 11a-d and 11e-h), there is a thermody-488

namic decrease in sea ice volume near the center and edge of the ice pack in both mod-489

els (red regions in Fig 11a, b, e, f), driven primarily through basal melt (recall Fig 10).490

At the same time, there is a modest dynamic divergence of ice volume away from the491

coast (red regions in Figs 11c, d), and a modest dynamic convergence of ice volume near492

the ice edge (light blue regions near the black ice edge contour in Figs 11c, d). Dynamic493

divergence of ice away from the center of the ice pack during the melt season is slightly494

greater in the CESM2 than the CESM1 (compare Figs 11c and d), which may be a fac-495

tor in promoting greater ice melt in this model, as ice melt occurs more readily near the496

edge of the ice pack than at the center.497

Over the growth season (June and September; Figs 11i-l and 11m-p), ice volume498

increases through thermodynamic processes in both models (i.e. frazil, basal, and snow-499

to-ice growth, as described in §3.1.1; blue regions in Figs 11i, j, m, n), but also declines500

through melt at the ice edge (red regions near the black ice edge contour). At the same501

time, there is significant dynamic divergence of ice volume away from the coast and cen-502

ter of the ice pack in both the CESM2 and the CESM1 (red regions in Figs 11k, l, o, p),503

and dynamic convergence of ice towards the edge of the ice pack (blue regions near the504

black ice edge contour). Thus, over the course of the growth season, ice grows near the505

coast and the center of the ice pack, diverges away from these regions of growth, con-506

verges towards the edge of the ice pack, and melts at the ice edge.507

Figure 12 highlights differences between the CESM2 and CESM1 in the relative508

contributions of thermodynamic and dynamic processes to the ice volume tendency over509

selected months spanning the growth season (April, June, and August; shown as the dif-510
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ference between the CESM2 and the CESM1). First, we examine differences in the ther-511

modynamic contributions to the ice volume tendency between the CESM2 and CESM1512

(Figs 12a, c, e). Over the course of the growth season, melt at the ice edge is significantly513

greater in the CESM2 than the CESM1 (red regions near the black ice edge contours).514

Greater melt at the ice edge in the CESM2 is evident nearly everywhere, including the515

Weddell and Ross sectors of the West Antarctic, and much of the East Antarctic. The516

Amundsen-Bellinghausen sector is one of the only regions where melt at the ice edge is517

not significantly greater in the CESM2 than the CESM1, though greater melt even here518

is evident near the end of the growth season (August; Fig 12e).519

There are also differences in the dynamic contribution to ice volume change between520

the CESM2 and CESM1 (Figs 12b, d, f). First, there is greater dynamic divergence of521

sea ice away from the coast and the center of the ice pack in the CESM2 throughout the522

growth season (red regions in Figs 12b, d, f). Greater ice divergence is evident around523

much of the continent, and is particularly pronounced over the East Antarctic sectors,524

the Weddell Sea, and the Amundsen-Bellinghausen Seas. Greater transport of sea ice525

away from the Antarctic coast in the CESM2 may contribute to more vigorous frazil ice526

growth in coastal polyñyas in this model (recall Figs 5, 6, and 7). At the same time that527

more ice diverges away from the Antarctic coast in the CESM2, there is correspondingly528

greater dynamic convergence of sea ice towards the ice edge (blue regions near the black529

ice edge contours). Dynamic ice volume convergence near the ice edge in the CESM2 is530

pronounced around nearly the entire continent over the course of the growth season, though531

it is weakest circa the Ross sector.532

To better understand the mechanisms responsible for these differences in the growth533

season ice volume tendency between the CESM2 and the CESM1, we first examine the534

sea level pressure in both models in Figure 13 (colors; shown for selected months span-535

ning the growth season: April, June, and August). Both the CESM2 and CESM1 ex-536

hibit a distinct tripole of low sea level pressure centers circling the Antarctic continent537

(as has been analyzed previously by Raphael, 2004, 2007): over the Amundsen-Bellinghausen538

sector, the south Indian sector, and the western south Pacific sector. These low pressure539

centers are significantly deeper in the CESM2 than the CESM1 (compare Figs 13b, d,540

f with 13a, c, e), indicating greater stationary wave activity in the former than the lat-541

ter (Raphael, 2004). As a result, there is greater advection of sea ice by the cyclonic quasi-542

geostrophic near-surface flows that arise from these low pressure centers in the CESM2543
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compared to the CESM1 (compare arrows in Figs 13b, d, f with 13a, c, e; also see Raphael,544

2007). Consequently, more sea ice is transported away from the center of the ice pack545

and towards its edges in the CESM2, as suggested earlier by differences in the dynamic546

ice volume tendency in the two models (recall Fig 12).547

Much stronger near-surface zonal winds accompany the stronger stationary wave548

activity in the CESM2, as shown in Figure 14. Both surface easterlies and westerlies are549

stronger year-round in the CESM2 relative to the CESM1 (colors in Fig 14; near-surface550

zonal winds in the CESM2 and the CESM1 are shown by the blue solid and blue dot-551

ted contours, respectively), indicating greater surface wind stress in the CESM2 than552

the CESM1. Despite substantially stronger zonal winds in the CESM2, the latitude of553

zero wind velocity (i.e. where easterlies transition to westerlies) is only slightly more equa-554

torward in the CESM2 than the CESM1 (compare zero solid and dotted contours in Fig555

14). As the meridional gradient in the zonal wind is greater in the CESM2 than the CESM1,556

there is greater wind stress curl over the ice pack and the Southern Ocean in the former557

than the latter.558

Greater wind stress curl in the CESM2 also implies greater wind-driven upwelling559

beneath the ice pack in this model, relative to the CESM1. As waters at greater depth560

at this latitude are warmer than near-surface waters, greater upwelling results in greater561

heating by increased vertical advection (Fig 15, colors show the difference in heating by562

vertical motions between the CESM2 and the CESM1 in K/day). Greater heating by563

vertical upwelling in the CESM2 is most evident directly below the mixed layer under564

the seasonal ice pack (i.e., between the minima and maxima of ice extent, delineated by565

the vertical turquoise lines, and below the green lines denoting the base of the mixed layer),566

and tends to decrease the stratification of the water column; as a consequence, the thick-567

ness depth between the 27.3 and 27.7 isopycnal contours is approximately 50m greater568

under the ice pack in the CESM2 than the CESM1 (compare solid purple and dotted569

purple lines in Fig 15). Greater heating by vertical advection is also evident in the mixed570

layer itself, circa 60S, which corresponds to the location of the mean ice edge near the571

middle and end of the ice growth season.572

Stronger surface wind stress, greater wind stress curl, more heating by vertical ad-573

vection, and weaker ocean stratification all contribute to greater ocean heat flux conver-574

gence in the CESM2, relative to the CESM1, as shown in Figure 16. The monthly ocean575
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heat flux convergence in the mixed layer, Q, is calculated for both models as a residual576

from the month-to-month temperature tendency of the mixed layer, dT/dt, and the to-577

tal surface heat flux, Fsfc:578

ρW cpHML
dT

dt
= Q+ Fsfc , (6)

where ρW is the density of seawater, cp is its heat capacity, and HML is the mixed layer579

depth (see Bitz et al., 2012).580

Compared to the CESM1, we find that the ocean heat flux convergence over the581

growth season is modestly greater under the ice pack and significantly greater at the ice582

edge in the CESM2. Early in the growth season, there is significantly greater ocean heat583

flux convergence under the ice pack in the CESM2 (April; Fig 16a), which persists to584

some extent over the course of the growth season (June through August; Figs 16b, c),585

and may limit basal growth (recall Fig 5) and sea ice thickness (recall Fig 3) in this model.586

In the mid- to late- growth season, greater ocean flux convergence is most evident at the587

ice edge in the CESM2 (June and August; Figs 16b, c), and is responsible for greater melt588

here (recall the more negative thermodynamic ice volume tendency at the ice edge in the589

CESM2 during the growth season, as shown in Figs 12a, c, e). Significantly, greater ocean590

heat flux convergence at the ice edge in the CESM2 coincides with areas where the ice591

edge is more poleward in the CESM2 relative to the CESM1; this is particularly evident592

in the eastern Weddell, Indian, and the Ross sectors, and suggests that greater ocean heat-593

ing may play an important role in limiting sea ice extent in these regions in the CESM2.594

As greater wind stress and more intense stationary wave activity in the CESM2 diverges595

ice away from the Antarctic coast and center of the ice pack, greater ocean heat flux con-596

vergence simultaneously limits ice thickness and extent.597

3.2 Persistence and Predictability598

So far, we have focused on the seasonal cycle in Antarctic sea ice in the pre-industrial599

CESM2 experiment, and highlighted differences relative to the CESM1. We found that600

many of the differences in the seasonal cycle between the two models can be attributed601

to differences in sea ice thermodynamics (the mushy-layer formulation in the new CICE5602

versus the BL99 formulation in the older CICE4), but differences in atmosphere and ocean603

dynamics are also crucial in explaining differences in ice area, volume, and extent.604
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Now, we consider interannual variability in sea ice area, and how this variability605

differs between the CESM2 and CESM1. We begin with the annual mean ice area over606

600 years in the CESM2 and the CESM1, shown in Figure 17 (thin grey lines). Both mod-607

els exhibit variability over a range of time scales, though no time scales emerge as sta-608

tistically significant at the 95% confidence level for an AR1 red noise process (not shown).609

The two-standard deviation range of the annual mean ice area is approximately 0.2×610

106 km2 greater in the CESM1 than the CESM2 (horizontal grey lines in Fig 17; 1.4×611

106 km2 in the CESM2 versus 1.6×106 km2 in the CESM1, which are statistically dis-612

tinct at p < 0.01 using the UNOVA F-test).613

Decreased variability in the CESM2 is also evident when we consider multi-decadal614

time periods when ice area trends are positive (i.e. when sea ice area is expanding over615

several decades). For each model, five 35-year time periods with the greatest positive ice616

area trends over 600 years are highlighted in Figure 17 (colored line segments). Over-617

all, we find that positive trends in sea ice area are significantly weaker in the CESM2618

than the CESM1. Over the 600 years examined, there are four 35-year periods in the619

CESM1 when trends in sea ice area equal or exceed Antarctic sea ice area trends in the620

satellite observations (0.20× 106 km2 increasing sea ice area per decade from 1979 to621

2015), an average of one sustained period of increasing sea ice area every 150 years. In622

the CESM2, on the other hand, there is only one such time period over the entire 600623

years examined.624

Decreased interannual (and longer time scale) variability in annual mean sea ice625

area in the CESM2 is also evident when we evaluate persistence in the two models. Fig-626

ure 18 shows the lagged autocorrelation in annual mean sea ice area, calculated for each627

model from the full 600-year pre-industrial experiment (solid and dotted black lines de-628

note the lagged autocorrelation in the CESM2 and CESM1, respectively). The decay in629

the autocorrelation with greater lag follows that of a red noise process in both models,630

but the e-folding time scale is significantly greater in the CESM1 than the CESM2: the631

autocorrelation drops below 0.25 in only two years in the CESM2, but requires four years632

in the CESM1. Therefore, persistence is greater in the CESM1 than the CESM2, hint-633

ing at greater predictability in the former than the latter.634

We also compare the autocorrelation in sea ice area in the 40-year satellite record635

(Fig 18, blue lines), which exhibits an even more rapid decline in the lagged correlation636
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than in the CESM2, and suggests an anti-correlation over certain lags. However, when637

autocorrelations in the two models are computed over all possible contiguous 40-year in-638

tervals in order to sample the model time series in a way more akin to the observations,639

the observed autocorrelation falls within the range of that in both models. However, the640

range of the 40-year autocorrelation is somewhat narrower in the CESM2 than the CESM1,641

particularly with respect to the upper range, which is greater in the CESM1 (Fig 18, shaded642

grey region is wider than the shaded yellow range).643

In Figure 19, we further analyze persistence in sea ice by displaying the autocor-644

relation of monthly mean sea ice area. As for the annual mean ice area, we find that per-645

sistence in monthly ice area is also significantly greater in the CESM1 than the CESM2646

(compare Figs 19a and b). Both models show qualitatively similar monthly variations647

in persistence: the greatest persistence in ice area occurs near the September maximum,648

and the least persistence occurs at the start of the ice growth season (March in the CESM1649

and April to May in the CESM2). However, the e-folding time scale is much longer over650

most months in the CESM1, compared to the CESM2; while persistence in September651

ice area is only 6 years in the CESM2, persistence extends to over 20 years in the CESM1.652

As expected, we find that decreased persistence in the CESM2 is also accompanied653

by decreased predictability in this model, relative to the CESM1. Figure 20 shows the654

correlation between the monthly ice area for a lead month (i.e. the predictor) and for655

an ensuing lag month (i.e. the predictand), a measure often used to quantify diagnos-656

tic predictability (see, e.g., Blanchard-Wrigglesworth et al., 2011). Qualitatively, predictabil-657

ity in each of these models share many general features (though different magnitudes),658

which have been noted in previous studies of sea ice predictability. In both the CESM2659

and CESM1, we find the greatest predictability, which persists over the longest time scales,660

when the (near-maximum) October sea ice area is the predictor (Blanchard-Wrigglesworth661

et al., 2011). Conversely, predictability is lowest when early autumn sea ice area is the662

predictor (Blanchard-Wrigglesworth et al., 2011; M. Holland et al., 2013), though this663

phasing is slightly different in the two models; predictability is lowest when March and664

April sea ice area are the predictors in the CESM1, but is lowest when April and May665

sea ice area are the predictors in the CESM2. Similarly, both models show a decline in666

predictability of the ice area minimum and the following early growth season (February,667

March, and April), no matter what month is used as the predictor. However, predictabil-668

ity re-emerges in the following months, likely because ocean mixed layer temperatures669
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hold the memory of the coupled system over this hiatus period (see Blanchard-Wrigglesworth670

et al., 2011; M. Holland et al., 2013); ice area is no longer a proxy for the net energy of671

the coupled ice and ocean mixed layer when large areas of the high-latitude oceans are672

ice-free and above freezing, as they are at the end of austral summer and early fall (Febru-673

ary and March).674

Despite these qualitative similarities, Antarctic sea ice area is substantially less pre-675

dictable in the CESM2 than the CESM1 over nearly all predictor months and predic-676

tand time scales (compare Figs 20a and b). In the CESM2, nearly all predictability of677

the February ice area minimum is lost by the third year (i.e. r < 0.1); in the CESM1,678

on the other hand, predictability of the ice area minimum persists into the fifth year. Sim-679

ilarly, nearly all predictability in the September ice area maximum is lost by the sixth680

year in the CESM2, but persists into the eighth year and beyond in the CESM1. Such681

decreased predictability is consistent with decreased persistence in both annual and monthly682

mean sea ice area in the CESM2, relative to the CESM1.683

3.3 Relationships between Sea Ice and Ocean Temperatures684

Sea ice is intimately connected to the ocean. The heat content in the ocean mixed685

layer determines when ice growth commences in autumn, and the maximum thickness686

and extent that the ice pack attains in winter (Thorndike, 1992; Leppäranta, 1993). Vari-687

ability in ocean convection can drive variability in sea ice area, as demonstrated by the688

sizeable sensible heat polyñya that formed over in the Weddell Sea in the 1970s (D. Hol-689

land, 2001); similarly, global climate models with multidecadal variability in the strength690

of the Southern Ocean deep cell also display significant multidecadal variability in Antarc-691

tic sea ice area and extent (Martin et al., 2013; Zhang et al., 2019). Even coupling of sea692

ice to an ocean mixed layer is sufficient to trigger subdecadal to interdecadal (5 to 20693

years) variability in ice area and thickness (Bitz et al., 1996).694

Furthermore, how the polar oceans respond to a changing climate impacts how the695

sea ice responds. In a warming world, changes in ocean heat transport into the polar oceans696

determine the extent of sea ice loss and polar amplification in global climate models (M. Hol-697

land & Bitz, 2003; Hwang & Frierson, 2010; Singh et al., 2017). Conversely, initially warmer-698

than-average Southern Ocean temperatures may be sufficient to drive subsequent ocean699

cooling and Antarctic sea ice expansion even as the rest of the globe warms due to ris-700
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ing atmospheric CO2 (Singh et al., 2019), as has occurred in the Antarctic over much701

of the satellite era (Parkinson & Cavalieri, 2012).702

To discern relationships between variability in upper ocean temperatures and sea703

ice area in both models, we compute correlations between sea ice area and (monthly and704

zonal mean) ocean temperatures over the previous twelve months (Figs 21 and 22). For705

both the February sea ice minimum and the September sea ice maximum, we find strong706

correlations between ice area and upper ocean temperatures over concurrent and prior707

months in both the CESM2 and CESM1, which we describe further below.708

In both models, the February ice area minimum is negatively correlated with sea709

surface temperatures (SSTs) and ocean temperatures at 100m depth (Fig 21). Unsur-710

prisingly, warm ocean temperatures (and correspondingly greater upper ocean heat con-711

tent) are associated with less extensive February ice area, and, conversely, cooler ocean712

temperatures are associated with more extensive February ice area. Both models also713

display a number of other shared features in the relationships between ocean temper-714

atures and February sea ice area, though the relationships tend to be of greater mag-715

nitude in the CESM1 than the CESM2, possibly reflecting greater persistence in ice area716

in the former than the latter.717

First, both models show greater seasonality in the relationship between SSTs and718

February ice area, compared to the relationship between 100m temperatures and ice area719

(compare Figs 21a, b with 21c, d). The weakest relationships between SSTs and sea ice720

area occur over the middle of the melt season (November and December), which may be721

due to cold freshwater capping at the sea surface with ice melt at this time of year; such722

capping shoals the base of the mixed layer and isolates warmer anomalies at depth (M. Hol-723

land et al., 2013). Such a weakening of the ocean-ice correlation is not evident at 100m724

depth. Furthermore, in both models, the relationships between ocean temperatures and725

ice area are strongest equatorward of the ice edge, and tend to follow the ice edge over726

the course of the seasonal cycle (Fig 21, compare location of blue regions to black ice edge727

contour). Conversely, relationships between February ice area and ocean temperatures728

are weakest under the ice pack, likely because temperatures here remain near freezing729

for much of the year. Circa February, however, there is a stronger negative correlation730

between ocean temperatures and ice under the ice pack itself, and this relationship is more731

robust in the CESM2 than the CESM1; this difference between models may occur be-732
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cause the February ice pack in the CESM2 is thinner with more open ocean area, com-733

pared to that in the CESM1.734

Correlations between September sea ice area and ocean temperatures are qualita-735

tively similar to those for February ice area, but are even stronger in magnitude (Fig 22;736

r ≤ −0.9 over some latitudes and months). As for February sea ice area, relationships737

between September sea ice area and ocean temperatures are strongest equatorward of738

the ice edge, weakest under the ice pack, and exhibit a greater seasonal cycle at the sur-739

face than at depth (i.e. for SSTs compared to temperatures at 100m depth; compare Figs740

22a, b with c, d). In the CESM2, there are positive correlations between September sea741

ice area and SSTs under the ice pack, which are not evident in the CESM1. This pos-742

itive relationship may indicate more upward entrainment of deeper warm anomalies with743

greater basal ice growth and more brine rejection in the CESM2, since stratification is744

significantly weaker in this model. Further investigation regarding these relationships745

is warranted, but outside the scope of the present study.746

The strong relationships between sea ice area and ocean temperatures, as shown747

Figures 21 and 22, suggest that ocean temperatures may be a useful predictor of ice area.748

However, further examination of these relationships in both models indicates that sea749

ice area may actually lead ocean temperatures over most latitudes, as gauged by the time750

of maximum correlation between the two. Figure 23 shows the lead-lag correlations, com-751

puted monthly up to a maximum lead-lag of ten years, between (February and Septem-752

ber) sea ice area and ocean temperatures at three levels: the surface, 100m depth, and753

500m depth. At all levels in both models, the greatest negative correlation between sea754

ice area and ocean temperatures occurs when sea ice area is the predictor and ocean tem-755

peratures are the predictand (i.e. when sea ice area leads), not vice versa (Fig 23, see756

red markers). Therefore, anomalously extensive sea ice area more strongly leads anoma-757

lously cold ocean temperatures than the reverse.758

Though ice area appears to lead upper ocean temperatures in both the CESM2 and759

CESM1, there are some important differences between the two models. First, correla-760

tions between ocean temperatures and sea ice area are weaker in the CESM2 than the761

CESM1, which may reflect decreased persistence in sea ice area in the former than the762

latter. Furthermore, correlations between sea ice area and ocean temperatures under the763

ice pack are more often positive in the CESM2 than the CESM1. We hypothesize that764
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these positive correlations may arise from the more intense seasonal cycle of ice growth765

in the CESM2 (recall Fig 4), which would promote reduced static stability of the upper766

ocean (as seen in this model; recall Fig 15), thereby eliciting more upwelling of warm wa-767

ters from greater depths. More exploration of the physical interactions underlying these768

strong relationships between ocean and ice is warranted, but lies beyond the scope of the769

present study.770

In Figure 24, we show the lead-lag of the greatest negative correlation between sea771

ice area and ocean temperatures, by latitude and by ocean depth (at six depths, span-772

ning the surface to 500m). As was also evident from Fig 23, the strongest negative cor-773

relations between ocean temperatures at a given depth and sea ice area occurs when sea774

ice leads ocean temperatures, not vice versa. For both February and September sea ice775

area, correlations are most negative just beyond the ice edge and at shallower depths (SSTs,776

50m, 100m), but are still non-negligible at greater depths. Indeed, ocean temperatures777

at all latitudes between 60S and 45S (i.e. the ice-free Southern Ocean, beyond the max-778

imum ice edge) appear to follow sea ice area in both models, as gauged the time of max-779

imum negative correlation between the two. This may be due to the climatological ocean780

circulation at these latitudes, which flows equatorward in the upper ocean due to Ek-781

man transport driven by the surface westerly wind maximum (Marshall & Speer, 2012);782

as a result, anomalies in ice area may impact ocean temperatures downstream at later783

times.784

Though ocean temperatures appear to follow ice area at most latitudes, we do find785

some regions where ocean temperatures lead ice area. Under the seasonal ice pack, ocean786

temperatures appear to lead September ice area by up to five years in both the CESM2787

and CESM1 (Figs 24a and b, see markers between vertical green lines). Significant cor-788

relations occur for ocean temperatures up to 200m depth, and at latitudes up the con-789

tinent edge, though relationships are strongest at 100m and near 65S in both models.790

Relationships are stronger in the CESM1 than the CESM2, as gauged by the magnitude791

of the correlation. These significant negative correlations between leading ocean tem-792

peratures (at depths up to 200m) and lagging September ice area suggest that anoma-793

lous heat content in the ocean mixed layer, due to anomalous ocean heat convergence794

or anomalous summer season heat storage, may offer some measure of predictability of795

the September sea ice maximum. On the other hand, the greatest negative correlations796

between ocean temperatures and February sea ice area occur when ice leads ocean (Figs797
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24c and d), suggesting that ocean temperatures may be a less useful predictor of the sea798

ice area minimum in these models.799

4 Discussion800

In this overview of Antarctic sea ice in the new CESM2, we describe its seasonal801

cycle, interactions with both atmosphere and ocean, interannual persistence, and seasonal-802

to-interannual predictability relative to that in the CESM1. Overall, we find substan-803

tial differences between the old and new models, some of which are attributable to dif-804

ferences in how sea ice thermodynamics is treated, and others that are due to differences805

in the climatologies of the atmosphere and ocean.806

Treating sea ice as a mushy layer, an amalgam with varying amounts of solid ice807

and microscopic liquid brine inclusions, rather than as a solid with fixed salinity (as in808

BL99), has been shown to impact the seasonal cycle of sea ice in both hemispheres (A. Turner809

& Hunke, 2015; Bailey et al., 2020, submitted). We find that in the CESM2, the new810

mushy-layer thermodynamics treatment changes the spatial and temporal distribution811

of the different modalities of Antarctic sea ice growth relative to the CESM1. Both frazil812

(open water) ice formation and snow-to-ice conversion make substantially greater con-813

tributions to Antarctic ice growth in the CESM2 than the CESM1, while basal (conge-814

lation) growth makes a smaller contribution. Greater frazil ice growth in the CESM2 is815

concentrated within Antarctic coastal polyñyas, while greater snow-to-ice conversion oc-816

curs at the center and edge of the growing ice pack. Observational studies show that such817

frazil and snow-to-ice growth processes are crucial for Antarctic sea ice growth in the real818

world (see, e.g., Jeffries et al., 2001; Maqueda et al., 2004; Maksym & Markus, 2008;819

Tamura et al., 2008), and it is possible that improved representation of these processes820

in the new model implies better agreement with real-world observations. Further inter-821

comparison between model results and in situ observations is needed.822

While differing sea ice growth in the CESM2 and CESM1 is attributable in part823

to the differing sea ice thermodynamic treatments in the two models, differing sea ice824

thickness and extent are more clearly linked to differing atmosphere and ocean dynam-825

ics. The extratropical atmospheric circulation in the Southern Hemisphere is more vig-826

orous in the CESM2 than the CESM1, with more energetic stationary wave activity and827

surface winds. Deeper subpolar low pressure centers in the CESM2 sweep sea ice away828
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from the coast (facilitating frazil ice growth in coastal polyñas) increase sea ice diver-829

gence from the center of the ice pack, and drive sea ice equatorward. The latter tends830

to thin the ice pack, which is evident in the climatology of Antarctic sea ice in the CESM2.831

On the other hand, sea ice area and extent are substantially lower in the CESM2 than832

the CESM1 as ocean heat flux convergence into the mixed layer is greater in the new model.833

Greater surface wind stress curl in the CESM2 is responsible for more upwelling of warmer834

waters from depth, increasing ocean heating under and at the edge of the ice pack; pre-835

vious studies have shown that such increased ocean heat flux convergence acts as a sub-836

stantial control on ice extent in Earth system models (Bitz et al., 2005).837

While we have attributed differences in sea ice climatology between the CESM2838

and CESM1 to the aforementioned factors, decreased Antarctic sea ice persistence and839

predictability in the new CESM2, relative to the older CESM1, are less readily attributable.840

There are many differences between the new CESM2 and the older CESM1 that could841

give rise to the decreased persistence and predictability documented here. One factor842

of note is the ocean coupling frequency in the CESM2 compared to CESM1: while nu-843

merical coupling between the atmosphere and ocean only occurs once per day in the CESM1,844

it occurs hourly in the CESM2. An increase in coupling frequency may be expected to845

amplify the influence of atmospheric ‘noise’ on ocean processes, thereby decreasing their846

persistence; because sea ice evolution is closely coupled to the ocean, sea ice persistence847

may also be expected to decrease. As such, more frequent coupling may be expected to848

impact the signal-to-noise paradox, whereby model experiments seemingly understate849

the (seasonal, decadal, and multidecadal) predictability of Earth system components be-850

cause of inadequate dynamical responses (as reviewed by Scaife & Smith, 2018). Whether851

such greater coupling frequency may decrease persistence and predictability can only be852

answered by comparing identical model runs with different coupling frequencies, which853

we reserve for future work.854

Decreased Antarctic sea ice persistence in the new CESM2 also has important im-855

plications for the gradual expansion in Antarctic sea ice area that occurred over much856

of the satellite era (1979 to 2015; see Cavalieri et al., 1996, updated yearly). As neither857

stratospheric ozone loss (Sigmond & Fyfe, 2010; Bitz & Polvani, 2012; Landrum et al.,858

2017) nor freshwater forcing (Swart & Fyfe, 2013; Pauling et al., 2016) appear to explain859

observed Antarctic sea ice expansion, internal variability has been proposed as the sim-860

plest explanation for the observations (Polvani & Smith, 2013; Zhang et al., 2019; Singh861
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et al., 2019). While many climate models commonly display multidecadal sea ice area862

expansion in their pre-industrial control runs similar to that in the satellite observations863

(Polvani & Smith, 2013), the CESM2 only does so very infrequently. Antarctic sea ice864

expansion over the observational period could be attributable to internal variability, forced865

change, or a combination of the two. The differences in low frequency variability across866

models shown here suggests that there are considerable challenges in using models to quan-867

tify these potential factors. That sea ice area trends in the CESM2 are less persistent868

than those documented in other models suggests that further measures of persistence in869

the real-world or from theory would be useful for constraining sea ice variability in GCMs.870

Finally, we have also shown that in both the CESM2 and CESM1, sea ice area and871

Southern Ocean temperatures (above 500m) are highly correlated, albeit less strongly872

in the CESM2 than in the CESM1. While upper ocean temperatures under the seasonal873

icepack appear to lead the September sea ice maximum, temperatures in the open South-874

ern Ocean appear to follow both September and February sea ice area. Though seem-875

ingly unintuitive, these relationships are consistent with the prevailing general circula-876

tion over the Southern Ocean, where westerly surface winds over the Southern Ocean877

drive sea ice, and related upper ocean anomalies, northwards. As such, temperature anoma-878

lies over the open Southern Ocean would be expected to follow more southerly anoma-879

lies, some of which may be related to sea ice. Further in-depth, month-by-month anal-880

ysis of these relationships between sea ice area and upper ocean temperature would help881

improve understanding of the coupled evolution of the upper ocean and sea ice in the882

Antarctic region.883

In this overview of Antarctic sea ice in the state-of-the-art CESM2, we have high-884

lighted key differences in sea ice climatology and variability between the older CESM1885

and the newer model. As Antarctic sea ice begins to retreat in response to a warming886

climate, Earth system models will continue to be an important tool for understanding887

the changing interplay between sea ice, ocean, and atmosphere in a warming world. The888

CESM2, in conjunction with observations, reanalyses, and other Earth system models,889

will serve as an indispensable resource for understanding and anticipating these changes890

in Antarctic climate in the future.891
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Figure 1. Seasonal Cycle of Sea Ice Area: (a) Monthly mean sea ice area, and (b) one

standard deviation of the monthly sea ice area, both in 106 km2. Shown for the CESM2 (black,

solid), CESM1 (black, dotted), and the satellite observations from 1979 to 2018 (blue). Range

bars in (a) provide the two standard deviation envelope for the variability in monthly ice area,

while the yellow and grey shading in (b) give the range of the 40-yr standard deviation from the

CESM2 and CESM1, respectively.
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Figure 2. Ice Fraction and Extent: Sea ice fraction (colors) and sea ice extent (the 0.15

ice fraction isoline; thick red contour) in the (a, c, e) CESM1 and (b, d, f) CESM2 in (a, b) the

annual mean, (c, d) the December-January-February (DJF) mean, and (e, f) the June-July-

Auguest (JJA) mean. In all panels, the dashed red contours show the one-standard-deviation

envelope of the ice extent. Panel a indicates the sectors of the Antarctic referred to in the main

text.
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Figure 3. Ice Thickness and Surface Temperature: Sea ice thickness (in m; colors) and

surface temperature (dotted contours at 250, 260, 270 K) in the (a, c, e) CESM1 and (b, d, f)

CESM2 in (a, b) the annual mean, (c, d) the December-January-February (DJF) mean, and (e,

f) the June-July-Auguest (JJA) mean. In all panels, the red contour shows the 0.15 ice fraction

isoline.
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Figure 4. Antarctic Sea Ice Growth and Melt Rates: Monthly mean total sea ice (a)

growth rate and (b) melt rate over the Antarctic in the CESM2 (solid line) and the CESM1 (dot-

ted line), in km3/day. Error bars show the one-standard-deviation range for each month and each

model.
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Figure 5. Components of Antarctic Sea Ice Growth: Monthly mean frazil growth (teal

lines), basal growth (turquoise lines), and snow-to-ice growth (purple lines) in the CESM2 (solid

lines) and CESM1 (dotted lines), in km3/day. Error bars show the one-standard-deviation range

for each month and each model.
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Figure 6. Antarctic Sea Ice Growth in the CESM2: Monthly mean (a, d, g) frazil

growth, (b, e, h) basal growth, and (c, f, i) snow-to-ice growth in (a, b, c) April, (d, e, f) June,

and (g, h, i) August, in cm/day. In all panels, the white contour shows the 0.15 ice fraction

isoline.
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Figure 7. Antarctic Sea Ice Growth in the CESM1: As in Fig 6, but for the CESM1.
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Figure 8. Zonal Mean Monthly Snowfall Rate: Difference between the monthly zonal

mean snowfall rate in the CESM2 and CESM1 (in mm/day; colors). Green solid and dotted con-

tours (at 0.05, 0.1, and 0.15 mm/day) show the monthly zonal mean snowfall rates in the CESM2

and CESM1, respectively. The monthly zonal mean ice extent (0.15 ice fraction isoline) for the

CESM2 (CESM1) is indicated by the solid (dotted) black contour.
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Figure 9. Relationships Between Sea Ice Growth Terms: Monthly lead-lag correlations

between (a, b) frazil and basal growth, (c, d) basal and snow-to-ice growth, and (e, f) snow-to-ice

and frazil growth in the (a, c, e) CESM1 and (b, d, f) CESM2.
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Figure 10. Components of Antarctic Sea Ice Melt: Monthly mean basal melt (orange

lines), lateral melt (goldenrod lines), and top melt (red lines) in the CESM2 (solid lines) and

CESM1 (dotted lines), in km3/day. Error bars show the one-standard-deviation range for each

month and each model.
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Figure 11. Thermodynamic and Dynamic Contributions to Antarctic Sea Ice

Volume Change: Monthly mean (a, b, e, f, i, j, m, n) thermodynamic and (c, d, g, h, k, l, o,

p) dynamic contributions to ice volume tendency dV/dt, in cm/day, in the (a, c, e, g, i, k, m,

o) CESM1, and (b, d, f, h, j, l, n, p) CESM2. Shown for (a-d) December, (e-h) February, (i-l)

June, and (m-p) September. In all panels, the black contour indicates sea ice extent (i.e. 0.15 ice

fraction isoline).
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Figure 12. Differences in Thermodynamic and Dynamic Contributions to Antarc-

tic Sea Ice Volume Change in the CESM2 versus the CESM1: Monthly mean difference

in the (a, c, e) thermodynamic and (b, d, f) dynamic contributions to ice volume tendency dV/dt,

in cm/day, between the CESM2 and the CESM1 (i.e. CESM2 minus CESM1). Shown for (a, b)

April, (c, d) June, and (e,f) August. In all panels, the solid black contour indicates sea ice extent

in the CESM2, and the dotted black contour indicates sea ice extent in the CESM1.
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Figure 13. Antarctic Sea Ice Transport and Sea Level Pressure during the Growth

Season: Monthly mean sea ice transport (vectors; in 108 kg/s) and sea level pressure (colors; in

hPa) in the (a, c, e) CESM1 and (b, d, f) CESM2, in (a, b) April, (c, d) June, and (e, f) August.
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Figure 14. Zonal Winds at the Surface: Difference between the monthly zonal mean

surface zonal winds in the CESM2 and CESM1 (in m/sec; colors). Blue solid and dotted con-

tours (at -3, 0, 4, 8, 12 m/s) show the monthly zonal mean surface zonal winds in the CESM2

and CESM1, respectively. The monthly zonal mean ice extent (0.15 ice fraction isoline) for the

CESM2 (CESM1) is indicated by the solid (dotted) black contour.
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Figure 15. Heating by Upwelling during the Sea Ice Growth Season: Difference

between ocean heating due to advection in the CESM2 and the CESM1 (in K/day; colors) over

the growth season (March to August). Isopycnal surfaces (at σ = 27.7, 27.3, 26.9 kg/m3) in the

CESM2 and CESM1 are shown by the purple solid and dotted contours, respectively. The blue

solid (dotted) lines show the range of the ice extent in the CESM2 (CESM1) from March to Au-

gust, and the green solid (dotted) line indicates the zonal mean mixed layer depth in the CESM2

(CESM1) over the growth season.
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Figure 16. Ocean Heat Flux Convergence during the Sea Ice Growth Season: Dif-

ference between the monthly mean ocean heat flux convergence into the ocean mixed layer in

the CESM2 and the CESM1 (in W/m2; colors) in (a) April, (b) June, and (c) August. Solid and

dashed contours in each panel show the sea ice extent in the CESM2 and CESM1, respectively.
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Figure 17. Variability in Annual Mean Antarctic Sea Ice Area: Annual mean Antarc-

tic sea ice area (in 106 km2) over 600 years, unfiltered (thin grey lines) and 10-yr low-pass filtered

(thick grey and colored lines), in the (a) CESM2 and (b) CESM1. Colored line segments show

the five 35-yr time periods with the greatest positive linear trends in sea ice area. Horizontal grey

lines show the two standard deviation envelope of annual mean sea ice area.
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Figure 18. Autocorrelation of Annual Mean Antarctic Sea Ice Area: Lagged autocor-

relation of annual mean Antarctic sea ice area in the CESM2 (solid black line), CESM1 (dotted

black line), and the observational record (1979 to 2019; solid blue line). Shaded yellow (grey)

area shows the range of the lagged autocorrelation, as calculated from all possible contiguous

40-yr segments of the CESM2 (CESM1) experiment.
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Figure 19. Autocorrelation of Monthly Mean Antarctic Sea Ice Area: Lagged au-

tocorrelation of monthly mean Antarctic sea ice area in the (a) CESM2 and (b) CESM1. Black

contours indicate the r = 0.14 correlation isoline; correlations greater than this value are statisti-

cally significant at p < 0.05.
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Figure 20. Predictability of Monthly Antarctic Sea Ice Area: Lead-lag correlations

between monthly sea ice area in the (a) CESM2 and (b) CESM1, with the lead (i.e. predictor)

month on the vertical axis and the lag (i.e. predictand) month on the horizontal axis. For the

lag month, ‘0’ refers to the current year, ‘1’ refers to first following year, ‘2’ refers to the second

following year, and so forth. Black contours highlight the r = 0.14 correlation isoline; correlations

greater than this value are statistically significant at p < 0.05.
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Figure 21. Relationships Between February Sea Ice Area and Ocean Temperatures

over Previous Twelve Months: Correlations between February sea ice area and (a, b) zonal

mean SSTs and (c, d) zonal mean 100m-depth ocean temperatures in (a, c) CESM1 and (b, d)

CESM2. Ocean temperatures precede sea ice area, except for concurrent ‘Feb 0’ temperatures;

‘-1’ indicates correlations between sea ice area and ocean temperatures over individual months

from the previous year. The black contour shows the zonal mean ice edge.
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Figure 22. Relationships Between September Sea Ice Area and Ocean Temper-

atures over Previous Twelve Months: Lead-lag correlations between September sea ice

area and (a, b) zonal mean SSTs and (c, d) zonal mean 100m-depth ocean temperatures in (a,

c) CESM1 and (b, d) CESM2. Ocean temperatures precede sea ice area, except for concurrent

‘Sep 0’ temperatures; ‘-1’ indicates correlations between sea ice area and ocean temperatures over

individual months from the previous year. The black contour shows the zonal mean ice edge.
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Figure 23. Lead-Lag Relationships Between Sea Ice Area and Ocean Temperatures

over Decadal Time Scales: Lead-lag correlations between (b, d, f, h, j, l) September sea ice

area or (a, c, e, g, i, k) February sea ice area and monthly-mean, zonal-mean (a-d) SSTs, (e-h)

ocean temperatures at 100m depth, or (i-l) ocean temperatures at 500m depth. Shown for the

(a, b, e, f, i, j) CESM1 and (c, d, g, h, k, l) CESM2. The dashed red line indicates the correla-

tion between sea ice area and ocean temperatures at zero lead-lag, and the red dot indicates the

lead-lag and latitude where the correlation is most negative.
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Figure 24. Strongest Lead-Lag Relationships (by latitude) Between Sea Ice Area

and Ocean Temperatures over Decadal Time Scales: Lead-lag of maximum negative

correlations (colors of markers) at each latitude between monthly-mean zonal-mean ocean tem-

peratures (markers; SSTs, and ocean temperatures at 50m, 100m, 200m, 300m, and 500m depth)

and (a, b) September sea ice area and (c, d) February sea ice area, for the (a, c) CESM1 and (b,

d) CESM2. Only correlations that exceed r = −0.3 are shown.
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